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ABSTRACT 
 
Along with the enhance in computation as well as 
information safe-keeping in cloud servers, the requirement 
for a devoted computer hardware accelerator with regard to 
encryption is arising to be able to decrease the processor work. 
Highly efficient Advanced Encryption Standard (AES) 
128-bit implementation, that could be utilized as an 
accelerator. In this research paper resource optimization and 
higher throughput were obtained. Memory segmentation is 
actually carried out to be able to assign several ports for 
simultaneous information accessibility. When algorithm is in 
proceed and examined time delay and initiation time period of 
various procedures, with regard to every crucial route delay, a 
fresh multistage solitary initiation time period sub-pipelined 
structure is suggested for making the initiation time period to 
a single for smallest route latency. Consequently, almost all 
operations in AES could be started within a single clock cycle 
and also can easily accept input in each and every clock cycle. 
The suggested approach while examined on latest Field 
Programmable Gate Array (FPGA) XC7VX690T unit that 
offers a throughput of 104.06 Gbps at a highest frequency of 
813MHz and also 1.23-ns route delay. The useful resource 
utilization is reduced whenever compared along with other 
alternatives. The suggested method offers 30.74Mbps 
efficiency on device, which usually was 27.13% much more 
compared to the best efficiency documented in an earlier 
research study.  
 
Key words: Advanced Encryption Standard, Cryptography, 
Field Programmable Gate Array, Resource Optimization, 
Throughput.  
 
1. INTRODUCTION 
 

The algorithm formulated by Joan and Vincent in 2001. 
It’s safe and secure in characteristics, versatility, and 
simplicity of implementation [1,2] and it can be carried out in 
software or hardware. The level that on which the software 
program implementation can be improved is restricted by the 
underlying equipment. Explicit hardware modifications 
should not be carried out whenever the algorithm is applied to 
software. These restrictions can be managed utilizing loop 

 
 

unrolling, pipelining, parallelism, and so on. And this 
hardware configuration can be easily done in Field 
programmable gate arrays (FPGAs) [1,3,4]. As every area of 
living begins transferring on the internet, generally there 
arises the requirement for storage and protection of massive 
amount of consumer information. Encryption and decryption 
are generally a couple of major operations which requires 
large amount of processing moment. Initially, almost all 
cryptographic procedures were performed through the 
processor itself, that restricted the overall functionality of the 
program and also caused an improve in the power generation. 

Devoted equipment emerged into existence for performing 
encryption/decryption on servers. Effective implementation 
of AES by managing resources and overall performance is 
one particular problem that must be taken attention of. The 
requirement for a higher speed encryption in the particular 
form of accelerator in equipment came into image together 
with the introduction of cloud computing. Encryption has 
been utilized in cloud, whilst the information tends to be in 
utilize and at rest. Full consumer virtual machine (VM) 
encryption and decryption, traffic into and out of VMs whilst 
operating, encryption as a service in cloud, and so on, needs 
higher throughput with a lesser amount of resource utilization 
[4-6]. Numerous cloud companies like Amazon, Google 
Cloud, CloudLink, and CloudSigma use encryption, 
information targeted traffic encryption, important safety, and 
so on [8-13]. The encryption providers on cloud are mostly 
dependent on time frame and space. The advancement of 
accelerator on hardware FPGA can create the encryption a lot 
more quickly, consume fewer resource, minimize the 
processor work, as well as minimize the power to a significant 
level. As FPGAs need significantly less frequency compared 
to processor chip, heat production will probably be really less.  
Whenever the primary processor requirements and more 
rapid assistance for encryption, its lookups the bitstream 
storage space for the specific equipment design. When the 
equipment design is located, the related bitstream is packed 
directly into attached FPGA. The application is actually then 
operating over the equipment and gets the outcome back 
again to primary processor. The bitstream or equipment 
layout can be acquired from the equipment developer or 
through third-party IP suppliers. In the suggested technique, 
we personalize and improve the resources in FPGA, 
enhancing the pipelining performance, and therefore, greater 
throughput is accomplished with fewer number of resources. 
Memory space dividing approach is utilized to permit reading 
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through and composing of input and output information in 
parallel, that enhances the pipelining. Based on the examined 
parameters, a fresh multistage pipelining which tends to 
make the initiation period of all procedures and the whole 
system to be a single clock cycle is suggested of 813MHz 
Clock Frequency. Merging of a couple of functions is 
performed to prevent unwanted delay and unnecessary 
resource utilization. Mapping as well as placement of 
resources is carried out optimally, for this purpose AES-ECB 
mode and AES-Counter mode both are utilized.   
 
2. LITERATURE REVIEW 
 

Farashahi et al. [14] suggested a 2-slow retiming approach 
that expands the c-slow retiming approach for the throughput 
enhancement of AES algorithm. The c-slow retiming 
approach enhances the pipelining by splitting the data 
pathways and transferring the registers at particular locations 
to enhance the structures. The 2-slow retiming approach 
supersedes each and every register in c-slow retime approach 
with a couple of registers. Information forwarding is utilized 
to eliminate dependency mistakes in c-slow time approach. 
This approach offered throughput of 86 Gbps at 671.524MHz. 
An additional program is created along with fast AES design 
and style utilizing LookUp Tables (LUTs), as well as it 
provides additional safety for AES core [15]. A function 
creator is employed to load the LUT material on the base of 
the several variables of AES, that offers additional safety [15]. 

In the research by Liu et al. [16], in the beginning the 
experts examined the logic detail of combinational circuits 
employed in each and every of the AES procedures. To 
decrease the logic depth equipment layout, a couple of phase 
pipelining method and deep pipelining techniques were 
employed. It might accomplish a throughput of 75.9 Gbps. A 
fresh Key Expansion scheme which improved the 
complexness up to 2 (N −1) had been also suggested. An 
additional research [17] showed various techniques for 
applying s-box of AES in numerous suggested styles. The 
creators utilized loop unrolling for crucial route 
customization and completely pipelined and sub-pipelined 
methods, that permitted the improve in clock frequency and 
decrease in crucial route. Optimum sub-pipeline register 
quantity and locations were discovered by considering all 
opportunities. Composite field and combinational logic 
strategy for s-box execution are compared within the 
foundation of area and throughput. To decrease the employed 
area, Lee et al. [18] employed a sequence of continuous binary 
matrix multiplication rather of Galois field (GF) (28) 
calculation. Additionally, a four-step pipelined execution is 
also offered. Together, a couple of techniques propose for 
decrease in area along with for greater throughput. Benaissa 
[19] introduced a couple of patterns for AES feedback mode 
assistance. Initially layout allocated LUTs among pipeline 
slashes to accomplish optimum throughput. Second style 
concentrated on Key Expansion utilizing which key may be 
transformed each and every clock cycle by appropriate 
pipelining. The strategy offered in Hammad et al. [20] divides 
and rearranges the functioning in AES to attain the best 

possible area and throughput. The Mix Column procedure is 
divided and rearranged along with Add Round Key 
procedure. The throughput achieved of 39,053Mbps at clock 
frequency 305.1MHz [20,21]. 

A combined-block strategy employing Key Expansion 
design for improving the throughput and for minimizing the 
power usage was introduced by Kalaiselvi [22]. In numerous 
additional scientific studies [23-27], various degrees of 
pipelined architectures were suggested. Granado et al. [28] 
created a high-speed AES formula execution for Wi-FI 
Protected Access 2 (WPA2) systems. It utilized powerful and 
partial reconfiguration together with parallelism. The 
particular program was demonstrated to provide a 24.922 
Gbps of throughput. Glesner [29] introduced AES setup for 
tiny gadgets that work at 50MHz in Offset Codebook (OCB) 
as well as Electronic Code book (ECB) modes along with 
accomplish a 493Mbps of throughput. Parhi [30] applied 
s-box utilizing combinational logic to obtain optimum 
throughput. Furthermore, a fresh Key Expansion program 
was offered to function with various key lengths. It 
accomplished an optimum 21.56 Gbps of throughput with 
168.4MHz frequency. Kermani and Masoleh [31] suggested a 
powerful approach to utilize s-box by reducing logic gates. 
Greater output and decrease time delay for sub-key procedure 
and equipment structures were offered. In the research by 
Jamal [32], a coalesced modification system was 
recommended through which various procedures were mixed 
with each other. The s-box variable and Mix Column matrix 
variables were additionally precomputed. Round keys had 
been furthermore precomputed prior to encryption procedure 
starts and were saved in RAM (RAM). The technique 
provided a 5.3 Gbps of throughput in Virtex-7 unit with 
456MHz frequency. Rashidi [33] suggested a minimal power 
AES encryption regarding an image encryption application 
which employs a four-stage pipelined structures. Oukili [34] 
offered a pipelined structure for amalgamated field 
implementation of s-box along with key extension 
component. It could actually attain a optimum 108.69 Gbps 
throughput over a Virtex-6 unit. Oukili [35] suggested 
implementation of AES utilizing a 5-phase pipelined 
structures for s-box and also a 7-phase pipelined key 
extension. Furthermore, the side route attack is prevented by 
covering up the s-box. The initial reason for working on the 
suggested work was the necessity for higher -throughput AES 
execution for cloud conditions where encryption is actually a 
regular procedure. As the Xeon-FPGA system has been 
introduced for information stores by Intel, the running energy 
and versatility of FPGA need to be utilized for designing of a 
higher-throughput, lower -area accelerator. Secondly, the 
overall flexibility of FPGA equipment enables customized 
multistage pipelining for particular issues. Finally, a harmony 
among throughput and resources ought to be managed. 
Incrementing the throughput outcomes in the increment of 
resource usage in most the associated works. An effective 
technique ought to generate higher throughput along with 
fewer quantity of resources. 

Whilst examining all the associated works, the pipelining 
effectiveness is enhanced by managing the phases by 
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allocating registers at suitable positions or by establishing the 
clock period to the time from the optimum time-taking 
procedure. These options will eliminate stalls. However, the 
optimum frequency that could be utilized cannot be improved 
above a particular limit as every pipelining phase needs a 
certain amount of time for finalization. In the suggested 
technique, we minimize this moment by memory space 
dividing and by implementing individual initiation interval 
sub-pipelining for every procedure right after the latency for a 
greater frequency is examined.  

The primary efforts of the document are mentioned listed 
below: 
• Memories partitioning is carried out, that enables reading 
and writing several input and output bits. 
• Once examining the latencies of all segments, fresh 
multistage sub-pipelined structures are suggested for every 
module, that would make the initiation time period of all 
segments to a single for minimum feasible route delay. This 
may permit it in order to improve the frequency instead 
compared to establishing it to harmony the pipelining, that is 
applied in associated research works. The segments, that 
collectively requires latency of a single clock cycle, are 
usually joined to eliminate unwanted delays and assets. 

Figure 1: AES Algorithm 
3. DESCRIPTION OF AES 
 
AES is a symmetric blockchain encryption algorithm, its 
specified input length is 128 bits and key length is 
128/119/256 bits in cycles of 10/12/14 depending on key 

length.  The introduction of the AES has embraced the power 
of security, flexibility and efficiency.  The AES basically 
contains four types of explicit text functions, namely Byte 
Swap (Byte Replacement), Shift Rows, Column Mix and 
Round Key Addition.  The imported text is separated by 4 × 4 
footnotes.  The byte replacement function replaces each item 
in the status table with an item in the s-box. The S-box is 
made of GF (8) designed to protect against all attacks.  Move 
lines the function moves the lines to the left without the first 
line.  The Mix Column replaces each item in the status bar at 
a price based on all the values in this column.  Adding a round 
key enables the XOR function of each case with a round key 
made up of a key combination function [36-39].  The 
performance of the NPP as a whole is shown in the figure. 1.  
Repeated use of the four functions and internal calculation 
creates AES safety features, namely randomization, 
confusion and distribution [40].  The AES installation pipes 
for each section are shown in the figure.  2.  After each cycle, 
registers were added to maintain intermediate results and 
avoid multiple text conflicts.   
 
4. PROPOSED METHOD 
 
In the recommended structures, we evaluate establishing an 
effective method to enhance pipelining. One particular 
bottleneck happens throughout the entry of input information 
and key coming from memory space. The input information’s 
are saved within BRAMs or LUTs within FPGA, that 
continues to be utilized by various procedures at various 
pipelining phases. In order to minimize the accessibility time 
and to create pipelining much more effective, the memory 
space wherever inputs are saved could be partitioned directly 
into various banks. Partitioning the memory space into 
various banks enables assigning of extra slots to it for creating 
the accessibility parallel and therefore growing the 
effectiveness of pipelining [41]. Within the suggested 
technique, plain text and key saving memories are divided 
into several banks, that permits accessing the material inside 
a single clock cycle. Additionally, the layout is designed to 
create the initiation period of all operations so that it can 
easily take input in each and every clock cycle and generate 
outcomes in each and every clock cycle as soon as the pipeline 
is complete. This could be achieved by creating the input to be 
examine parallel and sub-pipelining every operation of AES 
by including registers at suitable positions to stability the 
pipeline. Furthermore, a much better style ought to balance 
among the resources utilized and the throughput 
accomplished. Increasing throughput along with a huge 
quantity of resources reduces the performance of the design. 
Figure 4 demonstrates the general layout of the suggested 
technique. The particular input Plain text and key memory 
space are partitioned to permit reading and transferring of 
input details for processing within just a single clock period. 
As Shift Rows never take any extra clock cycle, it is combined 
with Substitute Byte, that is mentioned in earlier. The crucial 
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route is separated into several parts through allocating 
registers at suitable placements, permitting better pipelining.  

 

Figure 2: The implementation of AES pipelined 

Figure 3: Suggested Cycle for Advanced Encryption Standard 
 

The procedures are sub-pipelined within every procedure 
so that it might obtain input and move it to the subsequent 
phase of pipeline at every clock period. Which indicates the 
initiation period of every procedure and sub-operations is 
decreased to Just one. Substitute Byte is actually the initial 
pipeline step that scans information from the partitioned 
memory space, procedures it, and provides it to register for 
the following phase. Shift Rows, Mix Column, and Add 
Round Key get input information through register for 
handling, and therefore, each can go through information in a 
single clock period.  
 Add Round Key is definitely the final pipeline phase which 
reads information through register and key through memory 
space. The key storage space is additionally partitioned to 
permit parallel accessibility. Following this, Add Round Key 
creates data back again to input information memory that is 
previously partitioned. The significant factors which 
determine the performance of pipelining tend to be latency 
[41]. Latency of an instruction is identified as the quantity of 
clock cycles it requires to finish execution, which is, the 
number of process between an instruction required to 
procedure the information and to create the result accessible 
for the following instruction. Initiation time period specifies 
how frequently input could be provided to an instruction, 
which is, the quantity of cycles among giving a couple of 
directions of the exact same type. Initiation period establishes 
the throughput of the layout. If the latency is too higher, 
initiation time period will turn out to be higher and the 
quantity of stalls will improve. A fine pipelined pattern ought 
to have reduce latency for every functional unit as well as 
input should be provided at every clock period. If the latency 
of the procedure (with regard to the suggested pattern, we 
utilized procedure rather of instruction) cannot reduce, it 
ought to be sub-pipelined. A sub-pipelined style raises the 
pipelining performance as every procedure is separated 

directly into sub-operations, that enables information to be 
traversed by means of every substages and inhibits stalling 
[41,42]. The latency values with regard to various route time 
delay as well as frequencies noticed for the suggested method 
are demonstrated in Table 1. Various frequencies are chosen 
dependent on the delay essential for every sub-operation. 
With regard to the route 4.91 ns time delay, the latency of 
almost all procedures is Zero along with memory space 
partition. Nevertheless, for which route delay, the highest 
frequency value which can be utilized is restricted to 203 
MHz. Whilst reducing the route delay, the latency of 
procedures begins to improve. The optimum frequency which 
could be accomplished is together with 1.23 ns route delay 
and well-balanced resources and time period. At this path 
delay i.e. 1.23 ns, as the latency of Key Expansion and Mix 
Column are 4 and 3, correspondingly, the initiation time 
period will be 5 for Key Expansion and Mix Column. 
Similarly, with regard to time delay of 2.6 ns, the initiation 
time period regarding Mix Column is going to be 2 and for 
Key Expansion is going to be 3. In conventional technique, 
the clock interval is established to the longest latency 
procedure, that decreases the throughput, losing time 
unnecessarily with regard to the procedures that usually do 
not require that a lot of time period. 
 

Table 1: Latency values V/s Frequencies 
S. 
No. 

Path 
Dela
y (ns) 

Freq. 
(MHz
) 

Latency 
Substitute 
Byte 
Shift 
Rows 

Mix 
Column 

Add 
Round 
Key 

Key 
Expansio
n 

1 1.231 813.1 0 3 0 4 

2 2.60 357.1 0 1 0 2 

3 2.840 352.1 0 0 0 2 

4 4.910 203.1 0 0 0 0 

 
The solution is applying sub-pipeline within every 

procedure. The associated works state that managing the 
pipelining raises throughput. We have followed a different 
strategy. To produce excellent pipelining, the initiation time 
period of all procedures should be Just one. Whenever the 
initiation time period of all procedure becomes One, it may 
obtain input at every single clock cycle. The objective is 
accomplished in the perform by sub-pipelining each 
procedure by having registers at suitable positions. In some 
other scientific studies [14,16-18], the sub-pipelining is 
transported out by just managing the pipelining not targeted 
at producing the initiation interval to Just one. 
5. IMPLEMENTATION AND RESULTS 
 

The suggested structure is tested, simulated, and applied 
various FPGAs-XC5VLX85, XC7VX690T, and 
XC6VLX240T systems. We have utilized Xilinx ISE Suite 
for the execution [43-45]. The best possible resource 
utilization for maximum frequency is considered in this 
research work. Initially, memory segmentation is carried out 
and examined the latency necessity for various procedures. 
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The input and key keeping memories as well as the s-box 
memory space were segmented in order to enable 
simultaneous accessibility. The latency distinction noticed 
prior to and right after memory segmentation is demonstrated 
in Fig. 4 i.e. 1.23 ns. The other parameter values are 
demonstrated in Table 2. Table 2 demonstrates the latencies 
for various route delay and the initiation time period 
accomplished using suggested approaches. It is observed that 
the implementation is completely pipelined as well as 
balanced and tends to make the initiation interval of all 
procedures to be Just one. With regard to a route delay of 1.23 
ns, Mix Column latency is 3. By utilizing three-phase 
pipelining, the initiation time period is decreased through 4 to 
1, that enhances the pipelining and also throughput. For Key 
Expansion latency is 4 and the initiation time period is 1. We 
chose the route delay of 1.23 ns for acquiring optimum 
throughput. It is observed that a highest frequency of 813MHz 
was accomplished along with the initiation time period of 
each and every procedure kept as Just one clock period. 
Various sub-pipelining methods with various frequencies are 
examined and discovered that 1.23-ns route delay 
implementation provides maximum throughput along with a 
bit more resources in the type of registers compared to other 
route delays. Providing several inputs to the layout enables  

performance of procedures in pipelined way along with an 
initiation time period of A single, as demonstrated in Fig. 6. 
The actual design is demonstrated in Fig. 5. Figure 6 exhibits 
the simulation overall performance view of performing a 
couple of input texts along with 1.23-ns route delay. Every 
cell signifies a single clock cycle [40]. It is observed that 
Substitute Byte and Shift Rows are carried out inside just one 
clock cycle. The initiation time period of almost all 
procedures is Just one, and it is used again within just a single 
clock cycle. Mix Column is using four clock time cycle and 
Key Expansion is using five clock time cycles in working 
procedures in a pipelined approach together with an initiation 
period of 1, that will not include any kind of delay. We have 
utilized several resources of the similar type to prevent 
structural threat. For clearness, we have demonstrated only a 
couple of inputs in Fig. 6.  Because outcome of this, 
throughout every clock cycle, the actual input traverses 
through one phase to another with 813MHz without having 
leading to any delay for following input. The latency of the 
entire system doesn't influence the processing speed and 
performance can be determined as presented [14,17,35]. 
Quantity of outcome bits for the technique is 128-bits. Crucial 
route delay can be determined as clock time period × 
initiation time period. As the initiation time period of general 
program is 1, the latency will not impact the throughput of the 
program. So, the crucial route delay is going to be 1.23 ns. 
The suggested system accomplishes a throughput of 104.06 
Gbps. The general latency of the encryption is 58-time clock 
periods for 128-bit input information. The comparison at 
optimum frequency which can be accomplished, and the 
related throughput and resources utilized in several 
associated works with our suggested work in Table 3. Whilst 
considering various units, it is discovered that Virtex5 utilizes 

65-nm technologies; Virtex-6 utilizes 40-nm technologies; 
and Virtex-7 utilizes 28-nm technologies. The optimum 
frequency which can be provided is restricted by the type of 
unit Therefore, generally there will be a smaller variance in 
essential route delay. The cloud machine will be utilizing 
most recent Virtex-7 unit, and therefore, the layout of the 
suggested work had been focused to develop structures that is 
suitable for changing to greater frequency. 

Figure 4: Latency requirement for 1.23-ns path delay at 
different memory partition 

 
Table 2: Statistics of initiation interval and Latencies of pipelining 

operations for different path delays 

 
 

Figure 5. Suggested technique with multiple input texts 

Figure 6: Performance analysis of two input text execution with 
1.23-ns path delay 

. 

S. 
No. 

Path 
Delay 
(ns) 

Freq. 
(MHz) 

Interval Latency 

Sub 
Byte 
Shift 
Row
s 

Mix  
Colum
n 

Ad
d 
Ke
y 

Key 
Ex 

Sub 
Byte 
Shift 
Row
s 

Mix  
Colum
n 

Add 
Key 

Key 
Ex 

1 1.23
1 

813 1 1 1 1 0 3 0 4 

2 2.6 357 1 1 1 1 0 1 0 2 

3 2.84 352 1 1 1 1 0 0 0 2 

4 4.91 203 1 1 1 1 0 0 0 0 
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Table 3: Comparison studies of related works to the suggested design 

 
The minimal critical route delay that can be accomplished for 
the suggested program on XC6VLX240T unit is 1.35 ns and 
this for XC5VLX85 unit is 1.42 ns that is demonstrated in 
Table 3. A great program must have a stability among the 
throughput and resource usage. The suggested system will be 
able to accomplish a greater throughput along with less 
reference by very carefully enhancing the source program 
code as well as resource suitable placement. As 
sub-pipelining of the style is carried out after examining the 

latency for greater frequency and route delay, improved 
throughput by appropriate managing might be accomplished. 
In this article by Farashahi et al. [14], the 2-slow time 
retiming approach obtained an optimum 82.47 Gbps 
throughput. Liu et al. [16] might get an optimum 75.92 Gbps 
throughput along with 593MHz clock frequency. The 
suggested system accomplished of 90.4 Gbps throughput was 
Virtex-5 unit, Virtex-6 throughput was 94.81 Gbps, and 
Virtex-7 throughput was 104.06 Gbps. 

Ref Platform Frequency  
(MHz) 

No. of 
Bits 

Path Delay 
(ns) 

Slices Throughput  
(Gpbs) 

Efficiency  
(Mbps) 

[19] XC3S4000-5 240.900 128 - 20720 30.1120 1.4100 

XC2V8000-5 222.800 128 - 31674 27.8500 0.9100 

[20] XC2V6000 305.100 128 - 10662 38.1300 3.6630 

[22] XC5VLX30 277.400 128 3.6182 - 0.2700 - 

[18] XC5VLX330 555.000 128 3.1300 - 3.8000 - 

[26] XC7Z020-2CLG484 239.648 128 - - 5.7510 - 

[23] XC7VX690T 516.800 128 - 3436 66.1000 19.2000 

[24] XC5VLX50T 90.440 128 - - 11.5700 7.0000 

[30] XCV1000 e-8bg560 168.400 128 - 11022 21.5600 1.9560 

[28] XC2V6000-6 194.700 128 5.1360 3576 24.9220 6.9000 

[16] XC7VX690T 593.000 128 1.6000 4339 75.9200 17.5000 

XC6VLX240T 573.000 128 1.7000 3900 73.3900 18.8100 

XC5VSX240T 439.170 128 2.2000 4444 56.2100 12.6500 

XC5VLX110T 403.390 128 2.4000 4445 51.6300 11.6200 

XC4VLX160 454.550 128 2.1000 38511 58.1800 1.5100 

[14] XC5VLX85 433.060 128 - 3557 55.4320 15.5800 

XC5VLX85 528.370 128 - 3557 67.6310 19.0100 

XC5VLX85 671.524 128 - 3557 86.0000 24.1800 

[17] XC5VLX85 553.710 128 1.8000 10733 70.8700 6.6000 

XC5VLX85 554.785 128 1.8000 10352 71.0100 6.8500 

XC5VLX85 644.330 128 1.5000 28592 82.4700 2.8800 

XC6VLX240T 764.059 128 1.3000 10760 97.8000 9.0800 

XC6VLX240T 803.988 128 1.2000 28520 102.9100 3.6000 

[32] Virtex 7 456.000 128 2.1900 2444 5.3000 2.1700 

[33] Stratix II 475.000 128 2.1000 808  
Registers 

0.6025 - 

[34] XC5VLX85 638.162 128 1.5600 7385 81.6800 11.0600 

XC6VLX240T 849.185 128 1.1700 6361 108.6900 17.0800 

[35] XC6VLX240T 732.279 128 1.3000 5759 93.7300 16.2700 

XC6VLX240T 457.582 128 2.1000 9531 58.5700 6.1400 

Our Deign XC5VLX85 704.700 128 1.4200 2940 90.4000 30.7400 

XC6VLX240T 740.700 128 1.3500 2537 94.8100 37.3700 

XC7VX690T 813.000 128 1.2300 2617 104.0600 39.7000 
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It is observed that actually if the suggested technique 
accomplishes fewer throughput compared to which in the 
research works completed by Bri [34] and Sharifian [17] on 
FPGA Virtex-6, the resource usage of the suggested technique 
is significantly much less, that results in greater efficiency. 
The suggested system is 27.13% effective when evaluating 
with the greatest performance demonstrated in the study 
doneon on FPGA Virtex 5 by Farashahi et al. [14]. The 
performance of the suggested work is identified to be far 
better than those reported in evaluation dependent on 
implementation of comparable units such as Virtex-6 as well 
as Virtex-5. The AES core is built-in utilizing 
higher-performance PCIe 3.0 user interface. Figure 7 
indicates the highest frequencies attained by various earlier 
proposals and the suggested approach on different FPGA 
Units. For convenience, we have chosen only the earlier 
works displaying best efficiency. It is observed that the 
suggested work can accomplish highest throughput on 
Virtex-7 on 813MHz. Figure 8 displays the evaluation among 
throughput of associated works and the suggested work on 
various FPGA Units. Also, the evaluation of resource usages 
is demonstrated in Figure 9.  
 

Figure 7: Comparative study of frequencies carried out on different 
FPGAs. 
 

 
Figure 8: Comparison of throughputs achieved by different 
designs on different FPGAs. 
 
The suggested technique is demonstrated to generate 
maximum throughput other than the style demonstrated by 
Bri [34] and Sharifian [17] on Virtex-6 unit. While whenever 
examining the resource usage, it is observed that the 
suggested technique is much more efficient than all additional 

approaches. Whilst putting it completely, the efficiency for 
the suggested model was observed to be 30.74Mbps, 
37.37Mbps and 39.7Mbps on Virtx-5 Unit, Virtx-6 Unit and 
Virtex-7 FPGAs Unit, respectively (Fig. 10). Figure 11 
demonstrates the evaluation of percent boost in efficiency of 
our suggested program when evaluating along with the best 
implementations on various boards. 
 

 
Figure 9: Comparison of number of slices (resource usage) used by 
different designs on different FPGAs. 
 

 
Figure 10: Comparison of efficiency of different designs on 
different FPGAs. 
 

 
 
Figure 11: Efficiency attained by the suggested design 
implementations on different FPGA boards. 
 
 

It is observed that actually if the suggested technique 
accomplishes fewer throughput compared to which in the research 
works completed by Bri [34] and Sharifian [17] on FPGA Virtex-6, 
the resource usage of the suggested technique is significantly much 
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less, that results in greater efficiency. The suggested system is 
27.13% effective when evaluating with the greatest performance 
demonstrated in the study doneon on FPGA Virtex 5 by Farashahi et 
al. [14]. The performance of the suggested work is identified to be far 
better than those reported in evaluation dependent on 
implementation of comparable units such as Virtex-6 as well as 
Virtex-5. The AES core is built-in utilizing higher-performance 
PCIe 3.0 user interface. Figure 8 indicates the highest frequencies 
attained by various earlier proposals and the suggested approach on 
different FPGA Units. For convenience, we have chosen only the 
earlier works displaying best efficiency. It is observed that the 
suggested work can accomplish highest throughput on Virtex-7 on 
813MHz. Figure 9 displays the evaluation among throughput of 
associated works and the suggested work on various FPGA Units. 
Also, the evaluation of resource usages is demonstrated in Fig. 10. 
The suggested technique is demonstrated to generate maximum 
throughput other than the style demonstrated by Bri [34] and 
Sharifian [17] on Virtex-6 unit. While whenever examining the 
resource usage, it is observed that the suggested technique is much 
more efficient than all additional approaches. Whilst putting it 
completely, the efficiency for the suggested model was observed to 
be 30.74Mbps, 37.37Mbps and 39.7Mbps on Virtx-5 Unit, Virtx-6 
Unit and Virtex-7 FPGAs Unit, respectively (Fig. 11). Figure 12 
demonstrates the evaluation of percent boost in efficiency of our 
suggested program when evaluating along with the best 
implementations on various boards. 
Along with less area usage and higher throughput, the suggested 
AES accelerator is much better suitable for cloud application 
wherever encryption/decryption of huge amount of information is 
being managed. As FPGA resources are contributed as support on 
cloud, resource consumption of AES accelerator is of the same 
significance as throughput. Along with a throughput of 104.06 Gbps 
and area consumption of 2617 slices, it might meet the both speed 
necessity and optimum utilization of distributed assets in cloud. In 
brief, the suggested model could accomplish a much better efficiency 
of 39.7Mbps, 37.37Mbps, and 30.74Mbps on Virtex-7, Virtex-6 and 
Virtex-5FPGAs unit respectively. 
 
 
6.  CONCLUSION 
 
A much better implementation of AES accelerator along with 
excellent multi-phase sub-pipelined design for a route time 
delay of 1.23 ns in XC7VX690T unit is suggested. The 
suggested technique could be utilized for applications 
wherever higher throughput is needed. Through memory 
space segmentation, sub-pipelining, pipelining, unrolling, 
and function-merging, the suggested approach outperforms 
all techniques reviewed in other research works. Examining 
the effect of higher frequency on functionality latency and 
memory space accessibility latency, we might layout a much 
more effective sub-pipelining approach. As the initiation time 
period of all procedures and the whole technique is A single, 
generally there will be absolutely no delay in acquiring the 
inbound information at the specific rate. The method can 
handle at a optimum frequency at 813MHz on the most recent 
XC7VX690T unit along with significantly fewer resource 
usage and might accomplish a 104.06 Gbps throughput. The 
exact same technique whenever examined on XC6VLX240T 

and XC5VLX85 units along with route delays of 1.351ns and 
1.425 ns could generate a throughput of 94.810 Gbps and 
90.461 Gbps, respectively. Performance of the suggested 
system outperforms that attained by the existing approaches. 
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