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 
ABSTRACT  
 
The data signal changes in Double-edge triggered Flip-Flops 
on both the rising and falling clock edges. Thus, results in low 
clock swing and it leads to lower power consumption and the 
data throughout are preserved. The leakage current has become 
a most dominant problem in VLSI system design, because it 
leads to more power consumption. Some of the methods have 
been presented in this paper to control the leakage current. The 
proposed design successfully solves the long discharging path 
problem in conventional explicit type pulse-triggered FF (P-FF) 
designs and achieves better speed and power performance. 
Also, DDFF and P-FF are compared with other state-of-the-art 
designs and DD-FF design is implemented in a 4-b ring 
counter. The performance improvements indicate that the 
proposed designs are well suited for modern high-performance 
designs where power dissipation and latching overhead are of 
major concern. The proposed circuit is simulated using Tanner 
EDA tool. The simulations are carried out by applying 
T-SPICE software. The number of clock transistors decrease 
which in turn results in lower leakage current, hence the power 
consumption reduces. 
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1. INTRODUCTION 

 
Most of the Flip-flops (FFs) are the memory storage elements 
extensively used in many digital designs. In particular, digital 
designs consisting of a intensive pipelining techniques and 
employ many FF-rich modules such as register file, shift 
register, and counters. It is also calculated that the power 
consumption of the clock system, which consists of clock 
distribution networks and storage elements, which consumes 
50% of the total system power. FFs thus contribute a major 
portion of the chip area and power consumption to the overall 
system design.  
 
The power dissipation is an important factor for the low power 
applications. The power optimization techniques are used at 
different levels of a digital design. The optimization at the logic 
level is one of the most necessary tasks for minimizing the 

 
 

power consumption. The latches and flip flops are viewed as the 
critical logic components for the effectiveness of the digital 
circuits. They are widely used in the memory design, test 
applications and pipelines implementations. Since the power 
consumption depends on several parameters, different methods 
have been applied to reduce each of them. The processing speed 
of the system is doubled, if both clock edges have been used or 
the processing speed is preserved, if the circuit frequency 
becomes half. As the frequency becomes half it implies that the 
dynamic power of flip-flop and clock distribution network are 
half. The circuit uses flip-flop with both clock edges. 
 

 
 

Figure 1: Pulse Triggered Flip flop 
 
In this design the dynamic power consumption and the leakage 
current have been decreased and components related to the 
leakage current are considered. Fig. 1depicts the proposed 
static flip-flop circuit with double triggered pulse edges. 

 
 

Figure 2: Explicit Pulse triggered FF design 
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Pulse-triggered FF (P-FF), because of its single-latch structure, 
is more popular than the transmission gate (TG) and 
master–slave based FFs in higher speed applications. Apart 
from the speed advantage, its circuit simplicity lowers the 
power consumption of the clock tree system. A P-FF consists of 
a pulse generator for strobe signals and a latch is for data 
storage. If the triggering pulses are narrow, the latch acts like 
an edge-triggered FF. Since only one latch, as opposed to two in 
the conventional master–slave configuration, is needed, a P-FF 
is simpler in circuit complexity. 
 
In this existing P-FF the load capacitance has been reduced and 
the ground bounce noise to be reduced. The pass transistor has 
been to be added in the circuit to control by the clock pulse 
signal to reduce the switching power. The pull up and the pull 
down transistor are also used to enable the clock pulses for the 
input of the data and the clock. This scheme actually improves 
the logic “0” to logic “1” delay and thus reduces the comparison 
between the rise time and the fall time delays. By reducing the 
time and the switching delay it automatically reduces the 
switching power in the circuit. The pulse-triggered means that 
data are entered into the flip-flop on the rising edge of the clock 
pulse, but the output does not reflect the input state until the 
falling edge of the clock pulse. And these kind of flip-flops are 
sensitive to any change of the input levels during the clock 
pulse is still HIGH, the inputs must be set up prior to the clock 
pulse's rising edge and must not be changed before the falling 
edge. 
 
2. PROPOSED SYSTEM 
 
Figure3 shows the proposed DDFF architecture. Node X1 is 
pseudo-dynamic, with a weak inverter acting as a keeper, 
whereas, compared to the P-FF, in the new architecture node X2 
is purely dynamic. An unconditional shutoff mechanism is 
provided at the frontend instead of the Conditional one in P-FF. 
The operation of the flip-flop can be divided into two phases: 1) 
the evaluation phase, when CLK is high, and 2) the pre-charge 
phase, when CLK is low 
 

 
Figure 3: Proposed DDFF 

 

The actual latching occurs during the one-to-one overlap of 
CLK and CLKB during the evaluation phase. If D is high prior 
to this overlap period, node X1 is discharged through 
NM0-NM2. This switches the state of the cross coupled inverter 
pair INV1-INV2 causing node X1B to go high and output QB to 
discharge through NM4 transistor. The low level at the node X1 
is retained by the inverter pair INV1-INV2 for the rest of the 
evaluation phase where no latching occurs. Thus, node X2 is 
kept at high throughout the evaluation period by the PM1. 
When CLK goes to low, the circuit enters the pre-charge phase 
and node X1 is pulled high through pmos transistor PM0, 
switching the state of INV1-2. During this period node X2 is 
not properly driven by any transistor, it stores the charge 
dynamically. The outputs at node QB and maintain their 
voltage levels through INV3-4. If D is zero prior to the overlap 
period, node X1 remains high and node X2 is pulled low 
through NM3 as the CLK goes high. Thus, node QB is charged 
high through PM2 and NM4 is kept at off. At the end of the 
evaluation phase, as the CLK goes to low, node X1 remains 
high and X2 stores the charge dynamically. The architecture 
exhibits negative setup time since the short transparency period 
defined by the 1–1 overlap CLK and CLKB allows the data to 
be sampled even after the rising edge of the CLK before CLKB 
falls low in fig -4 shows the post-layout timing diagram of the 
flip-flop at 2-GHz CLK frequency and 1.2 V supply in 90-nm 
UMC process technology. Node X1 undergoes charge sharing 
when the CLK makes a low to high transition while D is held at 
low logic level. 
 
The timing diagram shows that node X2 retains the charge level 
during the pre-charge phase when it is not driven by any 
transistor. Note that the temporary pull down at node X2 when 
sampling a “one” is due to the delay between X1 and X1B. The 
setup time and hold time of a flip-flop refers to the minimum 
time period before and after the CLK edge, respectively where 
the data should be stable so that proper sampling is possible. 
Here setup time and the hold time depend on the CLK overlap 
period. 
 

 
 

Figure 4: Timing diagram of DDFF at 2-GHz CLK frequency. 
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3. PERFOMANCE ANALASIS IN RING COUNTER 
 
To analyze the performance of DDFF, other designs were also 
simulated under similar conditions. Since the D-Q delay 
reflects the actual portion of the time period consumed by the 
latching device. Optimum setup-time is the data-to-CLK delay 
when D-Q is at its minimum. The power is divided into three 
parts–the latching power, the local CLK driving power, and the 
local data driving power, to accurately analyze the 
power-performance of various designs. The simulations are 
carried out at various data activities to obtain a realistic 
performance comparison of various designs. A data activity of 
100% represents an output data transition at every positive 
 
CLK edge and 0% represents no data transition. Since the 
performance of the proposed flip-flops depends on the CLK 
overlap period, a detailed analysis at various process and 
temperature corners is carried out.  

 
              Figure 5: 4-bit Ring Counter 

 
Since static leakage power is one of the major sources of power 
dissipation at scaled down technology nodes, comparison of the 
leakage performance of various designs has been carried out. 
The leakage currents for different input and output conditions 
are measured to find the reason for leakage power. In addition, 
all the designs were analyzed at different voltage points to 
understand the impact of supply voltage fluctuation in the 
functionality of the flip-flops. Finally, a 4-b ring counter is 
designed to highlight the performance of the proposed flip-flop 
architecture. The reason for considering a ring counter is that 
the data activity at each bit position is known. The most 
significant bit (MSB) has the least data activity (12.5%), 
whereas the least significant bit (LSB) has the maximum 
(100%). 
4. OBSERVATIONS 
 
The performance of the proposed DD-FF design is evaluated 
against existing designs through post-layout simulations. The 
compared designs include four explicit type P-FF designs 
shown in Fig. 2, an Pulse triggered flip flop  design shown in 
fig. 1 A conventional CMOS NAND-logic-based pulse 
generator design with a three-stage inverter chain is used for 
DDFF designs, which employs its own pulse generation 
circuitry.  

 
Type of FF Power Delay 

(ns) 
Power Delay 
Product 

Existing 
D-FF 

8.37 0.57 4.77 

Explicit P-FF 6.34 0.23 1.45 
DD FF 6.14 0.18 1.10 
Ring Counter 3.92 0.55 2.15 

 
Table -1: Performance Analysis Table for various types of FFs 

 

 
 

Chart-1: Performance Analysis Chart for various type of FFs 
 
4. CONCLUSION 
 
In this paper, a new low power DDFF was proposed. An 
analysis of the overlap period required to select proper pulse 
width was provided in order to make the design process 
simpler. The proposed DDFF eliminates the redundant power 
dissipation present in the pulse triggered FF. A comparison of 
the proposed DD flip-flop with the conventional flip-flops 
showed that it exhibits lower power dissipation along with 
comparable speed performances. The post-layout simulation 
results showed an improvement in PDP by about 10% 
compared to the P-FF at 25% data activity. By eliminating the 
charge sharing problem, the revised structure of the proposed 
flip-flop, The efficiency of the flip-flop is highlighted using a 
4-b ring counter. It was proven that the proposed architectures 
are well suited for modern high performance designs where 
area, delay-overhead, and power dissipation are of major 
concern. 
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