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Abstract 

Collaborative filtering is a good mechanism 
used in recommender system, which is used 
to find the similar items in a group. The 
similar favour items can be identified by 
using the collaborative filtering based on 
items and the users. However there are some 
drawbacks in previous filtering techniques 
which leads to less accuracy, data sparsity 
and prediction errors. In the huge collection 
of data the recommendation can be 
accurately obtained by using clusters. 
Typicality is used to know the neighbours of 
the users in a cluster for better 
recommendations of items. 

Keywords:Encryption,Authentication,privac
y,multi-keyword,Efficiency. 

I. INTRODUCTION 
 
The recommender system actually used to 
find the similar items which are favour or 
suggested to use. We have plenty of 
applications to suggest items but as amount 
of data increases it becomes much hard to 
perform. Collaborative filtering makes easy 
way of recommendation using item based  

 

 

and user based approaches. The accuracy 
can be continued in recommendations of 
items when the clustering mechanism is 
followed. Ratings of a particular group of 
users and the item based grouping makes the 
recommendation more ease. Items in large 
data setare rated by predictions and we can 
differ it from the actual ratings by using 
Mean Absolute Error (MAE). 

 Typicality based involves in finding 
neighbours instead of co-rated items of 
users. Recommender system has content 
based, collaborative and hybrid types for 
typicality finding. For user and item based 
collaborative filtering the measurement of 
similarity items or users is primary step to 
do this we have vector space similarity, 
cosine based similarity, pearson correlation 
coefficient techniques. 

 Ratings from the user is considered 
and maintained as group from 1 to 5 low to 
high and recommended for other users. With 
respect to the ratings we use neighbours for 
recommending typicality items. Cluster 
helps to make recommendations easy way. 
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II.BACKGROUND AND 
RELATED WORK 

 

Prototype View and Typicality 

In the prototype view of concepts, a concept 
is represented by a best prototype abstracted 
by the property list that consists of the 
salient properties of the objects that are 
classified into this concept. The salient 
properties defining the prototype include 
both necessary and unnecessary properties. 
It has been found that typicality of an 
instance can be determined by the number of 
its properties which it shares with the 
concept prototype. For example, the 
property “can-fly” will probably appear in 
the prototype of the concept “bird” because 
most birds can fly. So birds that can fly will 
be judged as more typical than thosethat 
cannot. A prototype of a concept is 
considered as the best example of the 
concept, and is abstracted to be a feature list. 
Although the prototype view can explain 
many different aspects of how concepts and 
properties are represented in human’s mind, 
there are also situations in which it fails to 
give a thorough explanation. For example, 
there is virtually no prototype to represent 
the concept “animal.” It cannot explain the 
co-occurring relations among properties of 
an instance, either. 
There are some works on measuring object 
typicality in computer science. Rifqi 
proposes a method to calculate object 
typicality in large databases, which is later 
extended by Lesot et al. In their works, the 
typicality of an object for a category 
depends on its resemblance to other 
members of the category, as well as its 
dissimilarity to members ofother categories. 
Au Yeung and Leung [12] have formalized 
object typicality in a model of ontologies, in 
which the typicality of an object in a concept 
is the degree of similarity matching between 

the object property vector and the prototype 
vector of the concept. All these works focus 
on developing methods to calculate object 
typicality in concepts. There has been no 
work on integrating typicality in 
collaborative filtering recommendation. 
 

III. EXISTING SYSTEM 
 

In existing approach the user’s 
preferences at low level is only captured 
which leads to inaccurate results. Difficulty 
to find correlations between users and items 
when very few ratings are given and it limits 
the quality of collaborativefiltering 
recommendations. User based and item 
based collaborative filtering is not accurate 
to pose on the available data. Item and user 
groups are not correlated which makes 
inaccurate data recommends for users. 

 

Fig1: user rating matrix in traditional 
Collaborative Filtering. 

Disadvantages of existing system: 
 It is difficult to find out correlations 

between users and items. 
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 It occurs when the available data are 
insufficient for identifying similar 
users or items. 

 
IV. PROPOSED SYSTEM 
 
In this paper we have collaborative filtering 
using clustering. At first all items are 
grouped as several groups, next we form a 
user group corresponding to each item 
group, at last we build user typicality matrix 
and measure users similarities based on 
users. The neighbour’s selection by 
measuring user’s similarity based on user 
typicality in user groups can be done by 
using the collaborative filtering 
recommendation. 

Proposed system reduces the number of big 
error predictions, improves accuracy of 
predictions and works with sparse training 
data sets.   

V. TYPICALITY BASED 
COLLABORATIVEFILTERING 

Fig2: The relations among users, user 
groups and item groups. 

There are a set U of users, and a set O of 
items. Items can be clustered into several 
item groups and an item group is intuitively 
a set of similar items. For example, movies 
can be clustered into action movies, war 
movies, and so on. Each movie belongs to 
different movie groups to different degrees. 
The choice of clustering method is 
application domain dependent. 
 
Ki= {O1

wi, 1, O2wi, 2, Owe, n} 
 
A user group gi is a fuzzy set of users 
 
 gi={U1vi,1,U2vi,2.....,Umvi, m} 

 

 
 
Fig3: User typicality in proposed system. 

VI. RECOMMENDER SYSTEMS 

There have been many works on 
recommender systemsand most of these 
works focus on developing new methods of 
recommending items to users .The objective 
of recommender systems is to assist users to 
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find out items which they would be 
interested in. Items canbe of any type, such 
as movies, jokes, restaurants, books, news 
articles, and so on. Currently, 
recommendation methods are mainly 
classified into collaborative filtering (CF), 
content based (CB), and hybrid methods. 
For the reason that we are focusing on 
proposing a new CF method, we will 
introduce the related works about CF 
methods in more details. 

 

Content-Based Recommender Systems 

The descriptions of items are analysed to 
identify interesting items for users in CB 
recommender systems. Based on the items a 
user has rated, a CB recommender learns a 
profile of user’s interests or preferences. 
According to a user’s interest profile, the 
items which are similar to the ones that the 
user has preferred or rated highly in the past 
Will be recommended to the user. For CB 
recommender systems, it is important to 
learn users’ profiles. Various learning 
approaches have been applied to construct 
profiles of users. 
 
Example: LIBRA SYSTEM 
 

Collaborative Filtering 

For the reason that CF methods do 
not require well-structured .There are two 
kinds of CF methods, namely User-based 
CF approach and item-based CF approach. 
user-based CF approach first finds out a set 
of nearest “neighbors” (similar users) for 
each user, who share similar favourites or 
interests. Then, the rating of a user on an 
unrated item is predicted based on the 

ratings given by the user’s “neighbors” on 
the item. 
 
Hybrid Recommender Systems 

Several recommender systems and use a 
hybrid approach by combining collaborative 
and content basedmethods, so as to help 
avoid some limitations of content-based and 
collaborative systems. A naive hybrid 
approach is to implement collaborative and 
CB methods separately, and then combines 
their predictions by a combining function, 
such as a linear combination of ratings or a 
voting scheme or other metrics. Melville et 
al. use a CB method to augment the rating 
matrix and then use a CF method for 
recommendation. 
Some hybrid recommender systems combine 
item-based CF and user-based CF. For 
example; Ma et al. Proposean effective 
missing data prediction (EMDP) by 
combining item-based CF and user-based 
CF. 
 
Experiments show that typicality-based CF 
method has the following several 
advantages: 
 

 It generally improves the accuracy of 
predictions when compared with 
previous recommendationmethods. 

 It works well even with sparse 
training data sets,especially in data 
sets with sparse ratings for eachitem. 

 It can reduce the number of big-error 
predictions. 

 It is more efficient than the 
compared methods. 
 

VII. METRICS 

Statistical accuracy can be measured by 
using Mean Absolute Error (MAE) metric 
its a measure of deviation of 
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recommendations from real user rated 
ratings which is commonly used and easy to 
interpret. It’s computed by averaging all the 
sums of the absolute errors of the n 
corresponding rating prediction pairs, and 
defined as follows 

ܧܣܯ =
∑ ⌈ϐi − hi⌉௡
௜ୀଵ

n
 

nis the number of rating-prediction pairs, fi 
is an actual user-specified rating on an item, 
and hi is the prediction for a user on an item 
given by the recommender system. 

Lower MAE value indicates that the 
recommendation method can predict users 
rating more accurately means the smaller the 
better accuracy. 

 

Table: sensitivity on non MAE with 
different test ratios 

The difference between proposed and 
previous user-based collaborative filtering is 
that it finds a user’s neighbours based on 

their typicality degrees in all user group, 
instead of based on users’ ratings on items in 
previous methods. For item-clustering-based 
CF, they are based on clustering items, 
while it is based on users’ typicality. That is, 
item-clustering-based CF is item-based 
recommendation while proposed system is 
user-based recommendation. Current hybrid 
methods are based on combining both 
collaborative filtering and content-based 
methods, for example, using some 
aggregation to aggregate the 
recommendation results of CF method and 
content-based method, while present CF is a 
neighbour-based recommendation. Latent 
factor methods use latent factors or concepts 
to find neighbours instead of pure rating. 
The idea behind such models is to 
characterize both items and users by vectors 
of factors inferred from item rating patterns.  

 

Fig4:Mechanism of discovering similar 
users in collaborative filtering 
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VIII. CONCLUSION AND FUTURE 
WORK 

In this paper, we investigate the 
collaborative filtering recommendation from 
a new perspective and present a novel 
typicality-based collaborative filtering 
recommendation method. In this a user is 
represented by a user typicality vector that 
can indicate the user’s preference on each 
kind of items. Its distinct feature is that it 
selects “neighbours” of users by measuring 
users’ similarity based on their typicality 
degrees instead of co-rated items by users. 
Such a feature can overcome several 
limitations of traditional collaborative 
filtering methods. It is the first work that 
applies typicality for collaborative filtering. 
there are some pre-processing procedures, 
such as constructing user prototype by 
clustering and measuring user typicality in 
user groups. The cost of these pre-
processing procedures depends on the 
particular clustering method used. In real 
life applications, these procedures can be 
processed offline. While users’ prototypes 
are constructed, the remained 
recommendation process which is based on 
user typicality will be efficient. For large 
scale applications, we can also first conduct 
the above pre-processing offline, and then 
adopt some parallel computing methods 
(e.g., Map Reduce) to speed up the 
computing. 
 

There are several possible future 
extensions to our work. In collaborative 
filtering technique, wedo not specify how to 
cluster resources so as to find out item 
groups and the corresponding user groups. 
One possible future work is to try different 

clustering methods and see how the 
recommendation results are affected. How to 
using parallel computing methods (e.g. Map 
Reduce) to handle the large scale 
applications is also one of the possible 
future works. 
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