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Abstract: -  
Clustering Performance is based iterative and analysis is a 
descriptive task that seeks to identify homogeneous groups of 
objects based on the values of the methodology is search  to be 
near and its  close to the desired cluster centers in each step 
attributes. This paper has been proposes a Modified approach 
K-Means clustering which executes K-means algorithm this  
Algorithm approach  is better in the process in  large number 
of clusters and its time  of execution is  comparisons base on  
K-Mean approach. If the process experimental result is using 
the proposed algorithm it time of computation can be reduced 
with a group in runtime constructed data sets are very 
promising.Modified Approach of K Mean Algorithm is Better 
then K Mean for Large Data Sets.. 

Keywords: Data mining, K-means clustering, ,cluster 
quality,Clustering Algorithm,Modified KMean Algorithm. 
 
1. Introduction 

Clustering is the process of grouping the data into 
classes or clusters so that objects within a cluster have 
high similarity in comparison to one another, but are 
very dissimilar to objects in other clusters. A main 
problem that frequently arises in a great variety of fields 
such as data mining and knowledge can discovery, with 
data compression and vector and pattern recognition 
with pattern classification is the term of clustering 
problem. It too has been applied in a large variety of 
applications, for example, image segmentation, object 
and character recognition,  

There are more approaches in including splitting and 
merging process and randomized approaches, all 
methods based on symmetry process. 

One of the most popular and widely studied clustering 
methods that minimize the clustering error for points in 
Euclidean space is called K-means clustering.   

K Mean classify a given data set through certain number 
of clusters (assume k clusters) fixed apriori. The main 
idea is to define k centroids, one for each cluster. These 
centroids should be placed in a cunning way because of 
different location causes different result. 

It is well known that the basic K-means algorithm does 
not produce an analytic solution. The iterative process is 
only guaranteed to converge to a local rather than a 
global solution. The solution will depend on how the 
objects are initially assigned to clusters; this aspect has 
already been explored by various authors. The K-means 
algorithm gave better results only when the initial 
partition was close to the final solution. Several attempts 
have been reported to solve the cluster initialization 
problem. 

Figure 1. K-means Algorithm 

2. Cluster Algorithm 

Given a database of n objects or data tuple, a 
partitioning method constructs K partitions of the data, 
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where each partition represents a cluster and K ≤ n. That 
is, it classifies the data into K groups, which together 
satisfy the following requirement. 

 Each group must contain at least one object. 
 Each object must belong to exactly one group. 

Given K, the number of partitions to construct, a 
partitioning method creates an initial partitioning. It then 
uses an iterative relocation technique that attempts to 
improve the partitioning by moving objects from one 
group to another. The general criterion of good 
partitioning is that objects in the same cluster are “close” 
or related to each other, where as objects of different 
clusters are “far apart” or very different. There are 
various kinds of criteria for judging the quality of 
partitions. On the basis of the concepts various methods 
are proposed 

 K-mean Methods 
 K-Medoid Methods 
 Probabilistic Clustering 

The most well known and commonly used partitioning 
methods are K-Mean, K-Medoids method and their 
variations. 

K-Means algorithm: K-Means is one of the 
simplest unsupervised learning algorithms that solve the 
well known clustering problem. The procedure follows a 
simple and easy way to classify a given data set through 
a certain number of clusters (assume k clusters) fixed a 
priori. The main idea is to define k++1 centroids, one for 
each cluster. These centroids should be placed in a 
cunning way because of different location causes 
different result. So, the better choice is to place them as 
much as possible far away from each other. The next 
step is to take each point belonging to a given data set 
and associate it to the nearest centroid. When no point is 
pending, the first step is completed and an early group is 
done. At this point, it is need to re-calculate k new 
centroids as centers of the clusters resulting from the 
previous step. After these k new centroids, a new 
binding has to be done between the same data points and 
the nearest new centroid. A loop has been generated. As 
a result of this loop it may notice that the k centroids 
change their location step by step until no more changes 
are done. In other words centroids do not move any 
more. We this algorithm aims at minimizing an objective 
function, in this case a squared 

 

1. Place k points into the space represented by the 
objects that are being clustered. These points 
represent  initial group centroids  

2. Assign each object to the group that has the 
closest Centroid . 

3. When all objects have been assigned, recalculate 
the  Positions of the k centroids. 

4.    Repeat Step 2 and 3 until the centroids no      
Longer 

Move. 

where, is a chosen distance measure between 

data point   and the cluster centre , is an indicatorof 
the distance of the n data points from their respective 
cluster centers. The algorithm is composed of the 
following steps: 
      

4. Place k points into the space represented by the 
objects that are being clustered. These points 
represent  initial group centroids  

5. Assign each object to the group that has the 
closest 
Centroid . 

6. When all objects have been assigned,        4.    
Repeat Step 2 and 3 until the centroids no longer 
Move. 
 

3. Modified K-Mean Algorithm 

A. Modified approach K-mean  algorithm: 
     The K-mean algorithm is a popular clustering 
algorithm and has its application in data mining, image 
segmentation, bioinformatics and many other fields. This 
algorithm works well with small datasets. In this paper 
we proposed an algorithm that works well with large 
datasets. Modified k-mean algorithm avoids getting into 
locally optimal solution in some degree, and reduces the 
adoption of cluster -error criterion.  

Algorithm: Modified approach (S, k),  S={x1,x2,…,xn } 

Input: The number of clusters k1( k1> k ) and a dataset           
containing n objects(Xij+). 

Output: A set of k clusters (Cij) that minimize the 
Cluster - error criterion. 
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 Algorithm 

1. Compute the distance between each data point 
and all other data- points in the set  D 

2. Find the closest pair of data points from the set 
D and form a data-point set Am  (1<= p <= k+1) 
which contains these two data- points, Delete 
these two data  points from the set D 

3. Find the data point in D that is closest to the data 
point set Ap, Add it to Ap and  delete it from D 

4. Repeat step 4 until the number of data points in Am  
reaches (n/k) 

5. If p<k+1, then p = p+1, find another pair of data 
points from D between which the  distance is the 
shortest, form another data-point set Ap and delete 
them from D,  Go to step 4 

 
Algorithm A 

 For each data-point set Am (1<=p<=k) find 
the arithmetic mean of the vectors of data 
points Cp(1<=p<=k) in Ap. 

 Select nearest object of each Cp(1<=p<=k) 
as initial centroid. 

 Compute the distance of each data-point di 
(1<=i<=n) to all the centroids cj 
(1<=j<=k+1) as d(di, cj) 

 For each data-point di, find the closest 
centroid cj and assign di to cluster j 

 Set ClusterId[i]=j;          // j:Id of the closest 
cluster  

 Set Nearest_Dist[i++]= d(di, cj) 
 For each cluster j (1<=j<=k), recalculate the 

centroids 
 Repeat 

               Algorithm B 
 

1.  For each data-point di 
 Compute its distance from the centroid of 

the present   nearest cluster 
 If this distance is less than or equal to the 

present nearest distance, the data-point 
stays in the cluster 
Else ; 

 For every centroid cj (1<=j<=k) 
Compute     the distance (di, cj); Endfor 
Assign the data-point di to the cluster 
with the   nearest centroid Cj  

 Set ClusterId[i] =j 
 Set Nearest_Dist[i] = d (di, cj); Endfor 

4. Experimental Result 
 
 The synthetic data sets which we used for our 
experiments were generated using the procedure. We 
refer readers to it for more details on the generation of 
Employ data sets. We report experimental results on two 
synthetic all data sets. In this data set, the average 
transaction size and average maximal potentially 
frequent item set size are set to 6 and 7, respectively, 
while the number of transactions in the all dataset is set 
to K. It is a sparse dataset. The frequent item sets are 
short and not numerous. The second synthetic student 
data set  we used, The average transaction size and 
average maximal potentially frequent item set size are 
set to maximum and depend on data set, There exist 
exponentially numerous frequent item sets randomly 
constructed data sets and the comparison of cluster 
results computed using standard K-means algorithm and 
Modified approach algorithm,  
 

Numb

er of 

Recor

ds 

Time taken to 
execute 

(In 
millisecond) 

K-Mean 
Algorithms 

Time taken to 
execute 

(In millisecond) 

Modified K-
Mean 
Algorithm 

300 95240 61613 

400 116243 73322 

500  135624  103232 

600  158333 122429 

 

Comparison between K-Mean and Modified approach 
algorithm with large Number of Records and its 
Execution Time in milliseconds is shown on the table. 
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Graph shows the comparison between K-mean and 
Modified approach K-mean on the basis of large number 
of records and execution time using this algorithm. 
Modified approach K-mean better performance in 
comparison to standard K-means algorithm 

5. Conclusion 

Clustering Efficient K-means algorithm based on 
iterative process. This procedure is based on the 
optimization formulation and a novel iterative method. 
According to the above numerical experiment results, 
the proposed method is an effective clustering method.  
It can be applied to many different kinds of clustering 
problems or combined with some other data mining 
techniques for getting more promising results for 
applications ,From the experimental results, it is analysis 
in the comparison between K-mean and Modified 
approach K-mean algorithm shows that when it based on 
the number of records is less, Modified approach K-
mean takes less time of computation time as well as than 
the K-mean and if the number of clusters is more, then it 
is again true that Modified approach K-mean takes 
minimum time to execute than the K-mean.  
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