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Abstract—Classification is a widely used mechanism for facilitating Web service discovery. Existing methods for automatic Web service classification only consider the case where the category set is small. When the category set is big, the conventional classification methods usually require a large sample collection, which is hardly available in real-world settings. This paper presents a novel method to conduct service classification with a medium or big category set. It uses the descriptive information of categories in a large-scale taxonomy as sample data, so as to disengage from the dependence on sample service documents. A new feature selection method is introduced to enable efficient classification using this new type of sample data. We demonstrate the effectiveness of our classification method through extensive experiments.

INTRODUCTION

With the increasing number of available Web services on the internet, Web service discovery becomes a challenging issue. It is time consuming to traverse an entire Web service collection to find a matching service. To speed up service discovery, classification can be applied. The existing work on Web service classification has mainly focused on text classification and property similarity computing methods. In [1], the textual description in a WSDL document is mapped into a feature vector and then automatically classified into domain-specific categories using SVM method, but it ignores the semantic features of the service document and the classification accuracy is low. In [2], it uses binary feature vector and judges the occurrence of term only if the document directly contains this term or contains some terms are equivalent with this term in ontology. This will lead to information loss when semantically related concepts occur in the document. In [3], the similarity between two services is measured in terms of the similarity of their operations and parameters. However, the measure for comparing the complete set of parameters is complex and domain dependent. This increases the difficulty of implementation. To the best of our knowledge, the existing methods only considered the case when the category set is very small, while a practical classification system in the real word setting usually needs to deal with thousands of categories.

This paper presents a hierarchical classification system to classify Web services based on their functional features. The system utilizes the taxonomy of UNSPSC\(^1\) of which the category set is very large. We use the descriptive information of each category as the sample documents of its parent category, so that our system does not rely on a collection of pre-classified services. A new feature selection method is proposed to map a high dimension feature space to a low dimension space based on semantic similarity of concepts.

OVERVIEW OF THE CLASSIFICATION SYSTEM

In this section, we introduce the taxonomy and classification algorithm of our classification system, and give a brief overview of the classification process.

A. The UNSPSC Taxonomy

It is desirable that the classification of services be based on a standard and widely used taxonomy, so that users could easily find the requested services in the expected categories. UNSPSC is one of the standard taxonomies established for E-commerce products and services. The structure of UNSPSC is a five-level and tree-structured hierarchical classification. The five levels are root node, segment, family, class and commodity respectively. In this paper, we use UNSPSC as the classification criteria for Web services. As the categories in commodity level are concrete products or services, we only categorize services into the class level of the UNSPSC.

B. The SVM Classification Algorithm

We use the SVM(Support Vector Machine) text classification algorithm to classify the service documents. The SVM method was first introduced to conduct text classification by Joachims[4]. The process of text classification using SVM method can be summarized as follows: First, we get a document collection \( \Omega = \{d_1, \ldots, d^{[\Omega]} \} \subset D \) such that each document \( d_i \) corresponds to a category \( c_j \) in \( C = \{c_1, \ldots, c_{|C|}\} \) and a feature space \( T = \{t_1, t_2, \ldots, t_{|T|}\} \) which contains all the different terms in \( \Omega \). Then, each sample document is mapped to a feature vector \( W = \{w_1, w_2, \ldots, w_{|T|}\} \), where \( w_i \) denotes the weight of the term \( t_i \) in this document. (If \( w_i=0 \), it denotes that term \( t_i \) does not appear in this document.) Following that, all the feature vectors are input to the SVM to train the classifier. Finally, the feature vector of an unclassified document is passed to the SVM classifier to find the category of the document.

C. The Process of the Service Classification

In the process of service classification, a classifier need to be trained previously, e.g. using the SVM method. When registering a new Web service, the functional descriptions, such as the input and output information, will be extracted from the service document to map to a feature vector. Then the feature vector is input into the classifier to determine which category the service belongs to. In order to reduce the complexity of the problem, we will categorize Web service from top to bottom. After obtaining the category, users will confirm whether the service is classified into the proper category, if not, users can classify the service manually. At last, the service is added to the service list of the category. Figure 1 shows the complete process of service classification in our system. The following section will give a detailed introduction about the classification of the Web service.

![Fig. 1. The complete process of service classification](image)

During training the classifier, we only need to distinguish the sibling nodes under the same parent category, rather than to distinguish all categories in the same level of UNSPSC. In this way, the scale of the feature space of each sub-classification will be reduced. As a result, the efficiency of the classification system can be improved significantly[5]. We treat the UNSPSC as a Multi-level tree, where each of non-leaf nodes (parent class) corresponds to a sub-classification system. In each sub-classification system, the definitions of the sub-categories are treated as the sample documents of the parent category.

B. Feature Selection

We assume that the category collection is \( C = \{c_1, c_2, \ldots, c_p\} \). Under each category \( c_i \), the definitions of all the direct sub-categories \( d_{i1}, d_{i2}, \ldots \) can be treated as sample documents of \( c_i \). After removing the stop words in the sample document, we get the feature space \( T = \{t_1, t_2, \ldots, t_n\} \) corresponding to the category collection \( C \). Then each document \( d_i \) is mapped into a feature vector \( W_i = \{w_{i1}, w_{i2}, \ldots, w_{in}\} \). The functional description of a Web service is always related to a set of concepts. However, as the concepts are defined in different abstraction levels, the concepts of the feature space and concepts of service document may not match. For example, there are category set \( C = \{\text{Transportation, Financial}\} \) and a new service with the description “Scheduled bus service”. If the feature space \( T = \{\text{Cargo, Passenger, Auditing, Insurance}\} \), then the service will be mapped into the feature vector \( W = \{0, 0, 0\} \). Actually, the feature “passenger” contains the feature “bus” in its sub-categories. Therefore if the concepts in the feature space are too abstract, it will result in lower classification accuracy.

In order to improve the accuracy of classification, we generate feature vectors by the concepts in the Commodity layer belongs to category set \( C \), supposing it is \( T_{\text{com}} = \{t_{11}, t_{12}, \ldots, t_{1m}\} \), and treat the definition of each Commodity category under \( C \) as a sample document. On the other hand, although SVM can scale up to considerable dimensionalities, some researches[6][7] have demonstrated that none of the feature selection methods tested improved SVM classification accuracy in higher dimensions. Hence, we will establish a mapping between \( T_{\text{com}} \) and \( T \), reducing the dimension of the term space to improve the classification efficiency. The mapping function is defined as follows:

\[
f(t_{ij}) = \{t_{j} \in T | t_{k} \in T, \text{SemSim}(t_{ij}, t_{j}) \geq \text{SemSim}(t_{ij}, t_{k})\}
\]

\( i \in (1, 2, \ldots, m), j \in (1, 2, \ldots, n) \)

\( \text{SemSim}(t_{ij}, t_{j}) \) denotes the semantic similarity of \( t_{ij} \) and \( t_j \) calculated using WordNet\(^2\).

WordNet only provides semantic similarity of concepts when they are both nouns or are both verbs. To measure the similarity between adjectives or adverbs, we change derivative adjectives or adverbs to their corresponding nouns or verbs. For example, the adjectives with the suffix “-ic” are mostly

\(^2\)http://wordnet.princeton.edu/
evolved from nouns and the adjectives with the suffix “-able” are mostly evolved from verbs. After obtaining the feature space, the definition of each category in Commodity level belongs to T will be mapped into a feature vector \( W_c = \{w_{c1}, w_{c2}, \ldots, w_{cn}\} \), where \( w_{ci} \) is the cumulative average of semantic similarity between \( t_i \) and all the concepts having a mapping with \( t_i \). The calculating formula is as follows:

\[
f(t_{ci}) = \sum_{t_i} \frac{\text{SemSim}(t_i, t_{ci})}{| \{ t_{ci} \} |}
\]

In this formula, \( | \{ t_{ci} \} | \) denotes the number of concepts in \( T_{com} \) mapped to \( t_i \). We do not consider term frequency, because the description of a sample document is general and brief, and the term frequency of a concept is not correlated with its importance.

The following example illustrates the generation process of a feature vector. Assume that \( T = \{\text{Services, Economics, Statistics, Earth_Science}\} \), \( T_{com} = \{\text{Meteorology, Services, Climatology, Cartography, Mapping, Land, Surveying, Technology}\} \), and the sample document is “Meteorological services”. First, we establish the mapping \( f \) between \( T \) and \( T_{com} \), and use the Path Length[8] method to calculate the semantic similarity between concepts in the WordNet. The mapping is shown in figure 2. We can see that each feature(term) in \( T_{com} \) is mapped to one or more features in \( T \). The terms “meteorological” and “services” corresponds to the features “Meteorology” and “Services” in \( T \) respectively. “Meteorology” is mapped to the feature “Earth_Science” in \( T_{com} \) with the similarity 0.5, and “Services” is mapped to the feature “Services” with the similarity 1. Then the sample document can be mapped into a feature vector \( W = \{1, 0, 0, 0.5\} \) according to formula 1.

When all the feature vectors of the sample documents are generated, the classifier can be trained. For each category(node) in the root, Segment and Family level in UNSPSC, there will be a classifier to classify a service into its sub-categories.

### C. Classification of New Service

When all the classifiers are obtained, the text contents about the functionality of a new service \( S_c \) can be mapped into a feature vector \( W_c = \{w_{c1}, w_{c2}, \ldots, w_{cn}\} \) too. The calculation of \( w_{ci} \) is the same as that of \( w_{ei} \). After the textual description about a service’s functionality is mapped to a feature vector, the feature vector is fed to our classifier to determine its category.

### EXPERIMENT

We used the OWLS-TC\(^3 \) Version 3.0 as our test collection. It consists of 1007 Web services described using OWL-S. The service descriptions are pre-classified in seven categories, namely Travel, Education, Weapon, Food, Economy, Communication, and Medical. The contents in the label of service-Name, textDescription, hasInput, hasOutput, hasPrecondition and hasResult were extracted as textual descriptions of the services. There are several measures to calculate the semantic similarity between two words in the WordNet. We selected three representative ones: Path Length, Wu & Palmer[9] and JCN[10]. We used a large number of simulated categories or services to test the scalability of our classification system. The sample documents of the simulated categories were generated by composing pieces of texts of several categories under the same commodity category of UNSPSC. The feature vectors of the simulated services were directly generated from the feature space of the service documents of OWLS-TC.

### A. Efficiency and Effectiveness of the Classification System

First, we conducted several experiments on the entire OWLS-TC test collection to study the evolution of the performance measures. Table 1 reports the micro-averaging \( F_1 \) and BEP when classifying with three different semantic similarity measures and two different SVM kernel functions. As we can see, the semantic similarity measure Path Length achieved the best results, as it is both stable and effective, and the JCN measure performed the worst. This can be attributed to the difference of the value range of the similarity measure. The value range of the words similarity of JCN is \([0, +\infty)\) while the other two are \([0,1]\). The overly large similarity values in the feature vector would obscure the effects of other features whose similarity value is small. On the other hand, the performance of the SVM classifier with the RBF kernel function is better than the one with polynomial kernel function.

In our next set of experiments, we compared our results using the Path Length similarity measure and the SVM classifier with RBF kernel function with other service classification methods. To make the results comparable, we applied these methods both on the test collection OWLS-TC. 500 services

### TABLE 1

<table>
<thead>
<tr>
<th>Similarity Measure</th>
<th>Micro-( F_1 )</th>
<th>Micro-BEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Poly</td>
<td>RBF</td>
</tr>
<tr>
<td>Path Length</td>
<td>89.0%</td>
<td>90.5%</td>
</tr>
<tr>
<td>JCN</td>
<td>85.1%</td>
<td>86.0%</td>
</tr>
<tr>
<td>Wu&amp;Palmer</td>
<td>86.5%</td>
<td>87.4%</td>
</tr>
</tbody>
</table>

---
were selected as these two methods’ common sample collection, and the other 500 as the test collection. We used two existing classification methods as alternatives. Method 1[2] uses SVM as the classifier and combines the textual and semantic information of the service documents as classification features. Method 2[3] uses property value comparison methods. Figure 3 shows the result. As we can see, our method offers the best effectiveness. As to time performance, three method performed equally well.

![Comparison with other classification methods](image)

Fig. 3. Comparison with other classification methods

Finally, we assessed the scalability of our classification system. We varied the number of simulated categories from 1000 to 15000 (there were 100000 simulated services in total), and the number of simulated services from 10000 to 150000 (assuming 10000 categories). The results are shown in Figure 4. As shown in the results, the time performance is acceptable even when the number of services are very big. When the number of services is fixed, the classification time grows slowly with the increase of the number of categories, that is, the classification time of a SVM classifier is proportional to the number of categories it has to distinguish.

**CONCLUSION**

In this paper we present a function-oriented Web service classification system which uses taxonomy of UNSPSC as the category set. By utilizing the descriptive information of the sub-categories as the sample data, we solve the problem of inadequate sample service documents to classify new services into large-scale taxonomy like UNSPSC. A new feature selection method by mapping a high dimension feature space into a lower one using semantic similarity of concepts is proposed which can reduce the dimension of feature space, while reducing the loss of the document features. The experimental results validate the efficiency and effectiveness of our classification method.
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