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 
ABSTRACT 
 
The goal of the study is cross-linguistic research of 8-12 year 
old children's emotional speech classification by experts and 
automatically using the material of the Russian and Tamil 
languages. In the proposed project, this objective will be 
solved by a complex analysis of the emotional speech of 
informants with typical development in the age range of 8–12 
years, using four emotional states “sadness, joy, anger and 
neutral”, to analyze what is relevant and new in connection 
with the lack of analogous data. Comparison of data on 
recognizing the emotional speech of children on the material 
of two languages belonging to different language groups will 
be made. Two approaches to emotional speech recognition are 
planned to use – by man and automatically, moreover, for 
automatic recognition, different analysis algorithms will be 
applied. The use of different algorithms for automated 
assessment of emotional states according to speech features 
that were previously used in analyzing a specific language is 
new and relevant. This will make it possible to determine 
their universality or specificity and, perhaps, based on them to 
develop an entirely new approach to analyzing emotional 
speech of children. The standardized approach to the 
collection of speech material will provide valid data on the 
recognition of child's emotions on the base of their speech 
characteristics.  
In this paper, we describe the methodology of our study and 
preliminary results of a perceptual experiment.   
 
Key words: child speech, cross-linguistic research, emotion 
classification, perception psychophysiological study, Russian 
and Tamil languages.  
 
1. INTRODUCTION 
 
The problem of reflecting a human’s state in the parameters 
of his voice and speech has been studied for a long time on the 
basis of different methodological approaches by specialists of 
various fields of knowledge – psychologists [1], physiologists 
[2-5], specialists in the field of speech technologies [6-9]. 

 
This study is financially supported by the Russian Foundation for Basic 
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Conditionally, all studies on the emotional speech can be 
systematized in terms of the result for practical use: automatic 
recognition; emotional speech synthesis; application in 
psychological, physiological, and psychophysiological studies 
(traditionally, the results of these studies are theoretically 
significant); medical use for the rehabilitation of patients, 
which requires studying the speech characteristics in people 
in various physiological states and with different 
psychoneurological status and changing the characteristics of 
the speech message depending on the speaker’s emotional 
state; virtual training for people with the impaired emotional 
sphere. Lately – creating alternative communication systems; 
computer games and tutorials, human-computer interfaces. 
 
Scenic speech, spontaneous and elicited emotional speech of 
adults, emotional speech of children has been researched. 
With regard to the latter, research is carried out mainly by 
psychologists and physiologists. 

 
The possibility of reflecting emotions in voice, speech, and 
facial expressions has been studied for typically developing 
children [1, 10-15]. There is a methodological problem 
regarding the objectivity of evaluation in studies of emotional 
states. In this regard, a lot of works devoted to the emotion 
reflection in speech and vocalizations of children are based on 
the assessment of listeners’ opinions – adults listening to the 
vocalizations of infants and determining the states reflected in 
them [14, 16, 17]. Acoustic studies of emotional Russian 
speech using technical means to analyze the acoustic 
characteristics of sounds are linked to the names of Galunov 
V., Manerov V. [18, 19]. Studies on acoustics of emotional 
speech and vocalizations of children brought up in a 
Russian-speaking environment are single [3, 4, 5]. 

 
Automatic detection and classification of emotional child 
speech under natural conditions is a new area for research [3, 
20]. Researchers focus on the use of methods for automatic 
recognition of child speech [e.g., 21-26].  

 
The study of emotional speech aims to collect specialized 
speech corpora [27]. There are currently corpora of emotional 
and spontaneous child speech on the material of the Mexican 
Spanish language for children aged 7-13 years [28], British 
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English for children aged 4-14 years [29], the German 
language for 10-13-year-old children [29, 30]. Corpora 
containing the spontaneous speech of Italian children aged 
8-12 years [31] and Swedish children aged 8-15 years [32] 
also include the emotional child speech. On the material of 
the Russian language, the first corpus of emotional 
spontaneous speech of children aged 3-7 years 
“EmoChildRu” [3] and database “AD_Child.Ru” for speech 
of atypical development children was created [33, 34]. These 
corpora contain video records of children’s behavior, 
physiological data (hearing thresholds, phonemic hearing, 
etc.). The database "Adult-Child Speech Interaction" was 
created to study speech interaction in mother-child dyads 
depending on the neurological and psychophysiological state 
of the child [35]. It should be noted that the corpora of child 
speech in other languages (for example, for English, Swedish, 
German preschoolers [29] annotated for three states of 
emotional speech “comfort – neutral – discomfort” contain 
information only about the age of children (5-9 years); on the 
material of the French language [36] – about the gender of 
children. 
 
Emotional speech contains both verbal and non-verbal 
information (tempo, rhythm, voice quality, etc.) more than 
calm, neutral speech. Non-verbal signals account for the rest 
of the useful information. Traditionally, studies of emotional 
speech use acoustic and perceptual analysis. Studies on voice 
biometrics note that the efficiency of expert perceptual 
identification depends on the quality of the speech material, 
the expert’s qualification, his phonemic hearing [for 
example, 37]. 
 
The acoustic characteristics of speech are divided into two 
categories: phonetic and prosodic [38]. When determining 
the emotional state of a human by speech, prosodic 
characteristics are taken into account to a greater extent. To 
describe the prosodic characteristics of speech, it is 
informative to determine the shape of the intonation contour 
(IC) as a change of the pitch in time. Two approaches are 
generally used in IC assessing: visual approximation and 
instrumental analysis of pitch and its intensity. The pitch 
values correlate with the human’s emotional state. When a 
man is sad, tired, or misses, the pitch values of the speech 
signal are low. The pitch range is maximum in a state of joy 
and reduced in a state of sadness. In a calm or neutral state, 
the average values of pitch range are even lower; the pitch 
range is rising in a state of anger. When a man is happy, 
angry, or scared, speech is loud, fast, with pronounced 
high-frequency components [39]. All of the listed 
characteristics of speech: tempo, pitch, energetic components, 
volume – are parameters used to classify emotions by speech 
[40]. 
 
 

In the speech analysis and its recognition, the acoustic 
features used in physiological studies are maximally related to 
the physiological and anatomical features of the human 
speech tract whereas works on automatic recognition use 
many derivatives sometimes not related to a real voice source. 
In the last decade, a large number of papers on the automatic 
recognition of human’s emotional states by speech have been 
published. The specialized journal IEEE Transactions on 
Affective Computing is issued. This is an interdisciplinary 
and international journal whose purpose is to disseminate 
research results on the development of systems capable of 
recognizing, interpreting, and modeling human emotions. 
Annual competitions of the INTERSPEECH Computational 
Paralinguistics Challenge (ComParE) are held 
(http://www.compare.openaudio.eu/). Monographs were 
published [7, 41-44]. 
 
The most complete review of the current state of automatic 
emotion recognition is given in the paper by Rouast P.V. et al. 
(2019) [6]. The authors reviewed the literature from 2010 to 
2017 with a focus on approaches (950 works on shallow and 
deep architectures) using deep learning methods to recognize 
the human’s emotional states. 
 
Like any pattern recognition system, the system for 
recognizing human emotional states by voice consists of 
modules of preprocessing a speech signal, extracting acoustic 
features, generating models of emotional states, and 
comparing these models (classification) with standards from 
a database formed during the training phase of the system.  
 
In the INTERSPEECH Computational Paralinguistics 
Challenge (ComParE) series, the use of feature vectors of the 
OpenSMILE feature extraction toolkit is popular [45]. 
Analysis of a subset of 233 papers that use deep neural 
networks (DNN) found that they are used for training on 
spatial, temporal, and mixed features.  
 
In most systems, feature vectors are extracted using the 
OpenSMILE feature extraction toolkit [45]. The Interspeech 
2009 Emotion Challenge configuration file is supplied with 
OpenSMILE. One feature vector is extracted for each audio 
file. For example, for 16 low-level descriptors (LLD) and 
their deltas, as well as 12 derivatives, the resultant vector of 
384 features is calculated. 
 
Until the middle of the current decade, the traditional 
approach was the use of Gaussian Mixture Models (GMM), 
combinations of GMM-SVM, and i-vectors [46] for 
recognizing the wide-band acoustic events, including the 
speaker’s emotional state recognition. Generative models, 
such as GMM, are often used to construct feature vectors in 
order to train classifiers, for example, SVM, to increase their 
efficiency. The paper [47] presents the results of studies on 



Elena Lyakso  et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 9(1), January – February  2020, 649– 656 

651 
 

 

the corpus of spontaneous emotional child speech FAU AIBO 
Emotion Corpus on improving emotion recognition on the 
base of GMM. In the paper [48], the cubic SVM classifier 
model is used for emotion identification from the Hindi 
language. 
 
In addition to the classical GMM-SVM models and i-vectors, 
most researchers use WEKA toolkit for classification [49, 
50], which implements the top-8 of classifiers by the 
efficiency: RBFNetwork, PART, MultiLayerPerceptron, 
SimpleLogistic, Logistic, NaiveBayes, ConjunctiveRule and 
Sequential Minimal Optimization (SMO). 
 
The main idea is to replace GMM with DNN. DNN can be 
used to extract higher-level representations on the base of 
spatio-temporal spaces of handcrafted features. Reducing the 
dimension of handcrafted features using DNN can lead to 
improving accuracy on various databases, as happened in the 
case of i-vectors.  
 
As a classifier in the case of spatial features, it is effective to 
use convolutional neural networks (CNN), into the input of 
which both spectrograms of speech signals and raw speech 
data can be fed. As a classifier in the case of temporal features, 
it is effective to use recurrent neural networks (RNN), into the 
input of which handcrafted features extracted on each frame 
are fed, which gives opportunity to simulate temporary 
changes at the low frame level. In general, the addition of 
RNN to simulate temporal changes leads to improving 
classification accuracy. 
 
Another popular approach is to combine CNN to extract 
features and LSTM to extract a time context, including 
directly from a speech signal. For compatibility with the 
results of other papers, the Unweighted Average Recall 
(UAR) is used as a performance measure of the emotional 
state recognition [51]. 
 
The presented project is aimed at solving the main scientific 
problem of the effective comprehensive analysis of emotional 
child speech. 
 
2. RELEVANCE 
 
The study relevance is due to the theoretical significance of 
the problem of recognizing the emotional state according to 
voice and speech features. Solvable within the project, the 
problem of identifying speech message parameters, which are 
necessary and sufficient to determine the emotional state 
according to speech features, has scientific novelty and 
relevance determined by the theoretical and applied 
significance of the study. The theoretical significance of 
cross-linguistic research is to identify cultural peculiarities 
reflecting the emotional state in child speech features on the 

material of two different language families – Indo-European 
(Russian – Slavic group) and Dravidian languages (Tamil – 
Kannada group). The applied aspect is to obtain data on the 
reflection of different emotional states in voice and speech 
features on a sample of typically developing children and the 
possibility of further use of these data while working with 
children with developmental disabilities. Many 
developmental disorders or atypical development of children 
are accompanied with emotional disturbance which makes it 
difficult and, in some cases, impossible for the child to 
socially adapt to the society. The use of different algorithms 
for automatic assessment of emotional states on speech 
features, which were previously used in analyzing a specific 
language, is relevant. It will allow applying data on automatic 
recognition of the emotional states when creating interfaces 
and systems for teaching children with atypical development 
and developmental disorders accompanied with emotional 
disturbance. 
 
3. METHOD  

 
The proposed interdisciplinary cross-linguistic research will 
be implemented using classical and modern methods in the 
field of IT, linguistics, psychophysiology, which are logically 
combined to achieve a general goal. 
 
The research will include 2 series of experiments: 1 – 
Psychophysiological series, 2 – Automatic classification of 
emotional speech of children.  
   
3.1 Series 1 – Psychophysiological study 
 
The goal of the study is to identify the parameters of a speech 
message which listeners (people) rely on while recognizing 
and classifying emotional child speech and to determine the 
acoustic features and linguistic peculiarities of child speech 
that are necessary and sufficient to define various emotional 
states of children according to their speech features on the 
material of the Russian and Tamil languages. 
 
Participants of the study: Children aged 8-12 years will 
participate as test subjects. 
1. Russian children for whom Russian is the native language 
– 100 children, 20 children in each age range (8, 9, 10, 11, 12 
years old) – 10 boys and 10 girls each. 
2. Indian children for whom Tamil is the native language – 
100 children, 20 children in each age range (8, 9, 10, 11, 12 
years old) – 10 boys and 10 girls each. 
3. Groups of adults - participants of the perceptual 
experiment. 
 
Speech recording situations: Emotional speech modelling 
situations in which children will be offered to say a standard 
set of phrases modelling of emotional states – sadness, joy, 
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anger, and a calm (neutral) emotional state. For each 
emotional state - 10 phrases. Russian children will pronounce 
similar phrases in Russian and English, Tamil children – in 
Tamil and English. Previously, the task will be explained to 
children, and the preliminary training will be conducted. 
Place of study: laboratory conditions, secondary schools. 
 
Selecting speech material for children to pronounce: phrases 
carrying different emotional load will be chosen based on the 
active vocabulary of children, comics and cartoons. Children 
will have to do their best to say the given speech material – in 
a neutral way, simulating the state of sadness, joy, and anger 
as good as possible. In addition, spontaneous speech of 
children will be recorded. 
Speech analysis: 
1. Acoustic spectrographic analysis of the emotional speech of 
children, the features will be analyzed as follows: 
Duration of utterances, words, vowels, stationary parts of 
vowels, pauses between words, phrases, utterances; 
Pitch values and pitch range of utterances, words; 
Pitch values and pitch range of formants and their amplitudes 
for stressed and unstressed vowels in words. 
 
2. Linguistic analysis of spontaneous child speech, words 
frequency definition reflecting each emotional state. 
 
3. Perceptual experiment. The participants of the perceptual 
experiment will be groups of adults – native Russian and 
Tamil speakers with different experience in interacting with 
children (professional experience, parents, household, no 
experience), of different age and the education level. For 
perceptual analysis, test sequences will be created. The tests 
will include the emotional speech of Russian children and  
emotional speech of Tamil children. Native speakers will be 
asked to recognize the emotional state, gender, age of the 
child while listening to test sequences. The method of 
creating test sequences and conducting the perceptual 
experiment has been designed in the framework of previous 
studies [3-5, 16, 51]. 

 
Design of psychophysiological study: 
1. Selecting groups of test subjects with account of the child 
age and gender including the explanation of the goal and 
objectives of the study to parents and signing the informed 
consent to participate in the study by them. 2. Recording 
speech and behavior of children in different emotional states. 
3. Preparing test sequences, selecting groups of adults 
listening to test sequences (listeners), conducting perceptual 
study. 4. Evaluating behavior of children by video recordings. 
5. Perceptual study data processing and conducting 
spectrographic analysis of emotional child speech; text 
analysis. 6. Statistical data processing in order to establish the 
correlations between the emotional state and the speech 
features of children taking into account their age and gender. 

7. Identifying similarities and differences in the emotional 
speech of children on the material of the Russian and Tamil 
languages.  
 
3.2. Series 2 – Automatic recognition of emotional child 
speech 
 
The method of automatic recognition of emotional child 
speech was developed and tested in our study [51]. The 
current research concentrates on an approach for Speech 
Emotion Recognition (SER) that is a branch of paralinguistics, 
related to speaker state and trait recognition (SSTR).  
 
A general pipeline for SSTR is as follows. The speech signal 
is processed to extract informative features, which are fed to 
machine learning modules for acoustic- and/or 
language-based classification. In affective computing, arousal 
and valence are the two main dimensions along which 
continuous and dimensional affect is measured. Arousal is 
defined as physiological/psychological state of being 
(re-)active, while valence is the feeling of positiveness. The 
comfort classification can be thought as a three-state valence 
classification problem. 
 
Acoustic models refer to affect classification models trained 
on features derived from acoustic/prosodic Low Level 
Descriptors (LLD). On the other hand, language-based 
classification employs linguistic information provided by 
automatic speech recognition (ASR). Emotion recognition 
performance can be improved by good ASR, by providing 
robust linguistic features to be fused with acoustic features. 
However, this is not always possible, since the recognition of 
affective (emotional) speech is itself very challenging. We use 
only acoustic models due to lack of Russian ASR trained on 
child speech, and since ASR trained on adult speech does not 
work on children’s speech.  
 
The state-of-the-art computational paralinguistics systems 
use large scale suprasegmental feature extraction via passing 
a set of summarizing statistical functionals (such as moments, 
extremes) over LLD contours. Pitch, Formants, Mel 
Frequency Cepstral Coefficients (MFCC), Modulation 
Spectrum, Relative Spectral Transform - Perceptual Linear 
Prediction (RASTA-PLP), Energy and variation features (i.e. 
Shimmer and Jitter) are frequently used as LLDs. In line with 
the state-of-the-art, we plan to extract acoustic features using 
the freely available openSMILE tool with a standard 
configuration file. 
 
We extract openSMILE features with a configuration file used 
in the INTERSPEECH 2010 Computational Paralinguistics 
Challenge (ComParE) as baseline set. This feature set 
contains 1582 suprasegmental features obtained by passing 
21 descriptive functionals (e.g. moments, percentiles, 
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regression coefficients) on 38 Low Level Descriptors (LLD) 
extracted from the speech signal. This configuration file is 
preferred over the one used in the 2015 edition of the 
ComParE Challenge, since in our recent work on a subset of 
this corpus [3], ComParE 2010 baseline set gave better results 
compared to the 2015 version, which is a 6373-dimensional 
acoustic feature set. As preprocessing, we apply 
z-normalization (i.e. standardization to zero-mean, unit 
variance) or min-max normalization to [0.1] range. 
 
The most commonly employed classifiers in paralinguistics 
are Support Vector Machines (SVM), Artificial Neural 
Networks (ANN), Gaussian Mixture Models (GMM), and 
Hidden Markov Models (HMM). The state-of-the-art models 
of SER for the current databases are those trained with SVMs 
and Deep Neural Networks (DNN). From the ANN family, 
Extreme Learning Machines (ELM), which combine fast 
model learning with accurate prediction capability, are 
recently applied to multi-modal emotion recognition and 
computational paralinguistics, obtaining state-of-the-art 
results with modest computational resources. Consequently, 
we employ Kernel ELMs in this work, as well as a fast and 
robust classifier based on Partial Least Squares (PLS) 
regression. As a further baseline, we use SVMs.  
 
We plan to report classification results in terms of accuracy 
and Unweighted Average Recall (UAR), which is introduced 
as performance measure in the INTERSPEECH 2009 
Emotion Challenge. UAR is used to overcome the biased 
calculation of accuracy towards the majority class. It also 
gives a chance-level baseline performance as 1/K, where K is 
the number of classes. Therefore, in a 3-class problem, we 
have 33.3% chance-level UAR. 
 
4. EXPERIMENTAL RESULTS 
 
4.1 Psychophysiological study  
 
The pilot perceptual study was carried out. The aim of the 
study was to reveal the possibility to recognize child’s 
emotional state via speech by native Russian speakers and 
foreigners. The participants of the study were 10 
Russian-speaking 8-12 year old children (4 boys and 6 girls 
were born and living in Saint Petersburg, Russia) and 142 
adults as listeners (100 Russian-speaking medical students at 
the age of 19.1 ± 1.4 years, 40 men and 60 women and 42 
foreign medical students at the age of 22 ± 3.9 years, 40 men 
and 2 women). 
 
The place of audio and video recording of child’s speech and 
behavior was the laboratory; the situation of the dialogue with 
the experimenter was used to obtain the child’s spontaneous 
speech. The recordings were made by the “Marantz 
PMD660” recorder with external microphone 

“SENNHEIZER e835S” and video camera “SONY 
HDR-CX560E”. Speech files were stored in Windows PCM 
format WAV, 44.100 Hz, 16 bits per sample; video files were 
in AVI format. The annotation of the child’s speech material 
was made by 3 experts on three categories “comfort – neutral 
(calm) - discomfort”.  
 
Two test sequences included 90 child’s speech signals 
(child’s replies in dialogues with the experimenter) were 
created.  The duration of pauses between the signals was 5 s, 
which allowed the listeners to fill in the forms with requested 
information. Test sequences were presented to listeners in an 
open field for 10-people groups. Listeners attributed the 
speech signal to “comfort - neutral - discomfort” categories. 
 
All procedures were approved by the Health and Human 
Research Ethic Committee of Saint Petersburg State 
University and written informed consent was obtained from 
parents of the child participant. Russian-speaking listeners 
recognize the state of comfort (50%) in the speech of children 
better vs. the state of discomfort (32%) and neutral state 
(38%) (table 1).   

 
Table 1: Confusion matrices for emotion recognition in the 

speech of children by Russian-speaking listeners 
 

State Comfort Neutral Discomfort 
Comfort 50 34 16 
Neutral 46 38 16 
Discomfort 35 33 32 

 
Foreign listeners recognize the state of comfort (43%) and 
neutral state (41%) worse than the state of discomfort (31%). 
Foreign students classify the state of Russian children via 
speech with lower probability comparing with 
Russian-speaking listeners (table 2).     

  
Table 2: Confusion matrices for emotion recognition in the 

speech of children by foreign listeners 
 

State Comfort Neutral Discomfort 
Comfort 43 37 20 
Neutral 37 41 22 
Discomfort 37 32 31 

 
Russian-speaking women determine the state of comfort 
(54%, 43% - women and men, respectively) and discomfort 
(33% and 30%) better than men. Russian-speaking men 
recognize the neutral state better than women (43% and 36% 
- men and women, respectively) (table 3). 
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Table 3: Confusion matrices for emotion recognition in the 
speech of children by Russian-speaking men and women 
 

State 
men women 

Comf Neutr Disc Comf Neutr Dis
c 

Comf 42 36 22 53 32 15 
Neutr 38 42 20 48 37 15 
Disc 30 40 30 37 30 33 
  

4.2 Conclusions  
 
The results of the pilot experiment showed the ability of adults 
to recognize the emotional state of children only on the basis 
of their speech. Women, who spend more time with children, 
better determine their emotional state than men. Foreign 
listeners are also capable of determining the emotional states 
of children while listening to their speech, but they are not 
guided by linguistic information, but by the characteristics of 
children's voices. However, the study showed that using only 
one situation, the child’s dialogue with the experimenter to 
provoke the child’s emotional state, is not enough. In further 
work, more different situations will be used in order to evoke 
emotional states in children and emotion manifestation in 
speech. 
5.   CONCLUSION 
 
The theoretical significance of the study is to compare the 
cultural specificity of the emotional state manifestation in the 
speech features of children. A practical solution will be the 
possibility of using the data of the perceptual research on the 
adults' recognition of the emotional child’s state for training 
specialists to better understand the states of the child and as 
normative data for working with children with developmental 
disorders of different etiologies. Our results can contribute to 
solving the interdisciplinary problem how to makes the 
learning process easier and more efficient [52].  
 
Automatic recognition data of the emotional speech can be 
used for interfaces' creating for systems of teaching children 
with atypical development. Thus, according to the theoretical 
significance and practical application, the proposed project 
has no analogues and can be executed at a high professional 
level corresponding to the world level. 
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