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ABSTRACT 

The vast number of images of manuscript with their hetero-
geneity contribute to big data research in the area. Manu-
scripts like the Mushaf of Al-Quran include ornaments and 
diacritics together with their main text. The shape and 
structure of the ornaments and diacritics in their different 
variety can show the origin of the manuscript. However, in 
digital image processing, ornaments are considered as fore-
ground image and contribute noises for feature extraction 
and classification. On the other hand, the diacritics that ex-
ist in Mushaf Al-Quran cannot be removed because it is 
vital to enable readers to read it correctly. Thus, the orna-
ments have to be excluded whereas the diacritics must be 
remained. The process of removing ornaments and seg-
menting line by line requires multiphase segmentation 
based on physical dominant of the foreground image. There 
are many researches for segmentation especially for Latin 
and Arabic based handwritten documents. Unfortunately, 
the existing researches do not involve complicated struc-
tures and sensitive documents such as the Mushaf Al-Quran. 
In this research, segmentation of ornaments and text lines 
will be conducted. Novel multiphase segmentation using 
dominant foreground is proposed to solve the problems 
aforementioned. The proposed method focuses on segment-
ing through the four phases: decoration and text, text line, 
verse and sub-word. The algorithm is conjoined with multi-
threading for parallel processing of big data. Through these 
phases, the heterogeneous ornaments will be excluded by 
identifying the ornaments structure and traversing the con-
nected foreground pixels of the ornaments. For the text 
segmentation, neighbour of diacritics will be populated and 
computed based on the normality of existence. After the 
segmentation is performed, the evaluation of the segmenta-
tion output will be evaluated using expert judgment from 
Islamic scholar. Also, the segmented images will be evalu-
ated using supervised machine learning in order to support 
the result and make the result comparable. 
 
Key words: Line Segmentation; Multiphase Segmentation; Or-
naments Extraction; Overlapped Segmentation; Text Segmenta-
tion. 

1. INTRODUCTION 

Document processing involve segmentation during pre-
processing phase. This is a crucial step for Optical Charac-
ter Recognition (OCR) and keyword spotting [1]. The prob-
lem encountered during text segmentation is the overlap-

ping in the between of two text line. Based on previous 
research, L.B. Melhem stated the limitation on their re-
search finding was segmenting the overlap on the text line 
[2]. This overlapping occurs cause by interfering the dia-
critical marks or the stroke of the Arabic word. This issue is 
the problem that researcher going to solves in their future 
works. 
 Other than that, previous research exhibits inaccurate 
result when dealing with the large-scale dataset of page 
segmentation that has a degree of variability. In the previ-
ous studies [3][4][5][6][7][8] show inaccurate segmenting 
for multiform decoration frame, text line and verse on 
Mushaf Al-Quran text. The result from the previous study 
shows that the previous method cannot solve overlapping 
that cause by interfering of diacritical marks or stroke of the 
Arabic word. 
 Besides that, in the previous research 
[9][10][11][12][13][14][15] tends to mistakenly consider 
the unnecessary text (meaning of ayah) as part of ayah Al-
Quran. It also mistakenly consider the necessary object 
(tashkil/end of verse) as part of decoration that leading to 
the incorrect interpretation of Al-Quran. The diacritical 
marks ownership are challenging process because mis-
placed or missing can change the meaning of ayah [2]. 
 Therefore, the general manuscripts analysis method is 
not suitable to perform on Mushaf Al-Quran. This situation 
occurs regarding on non-uniform decoration heterogeneity, 
diacritic and tashkil, unnecessary text (meaning of ayah) [2]. 
To carry out document analysis and recognition for docu-
ment Mushaf is the challenging task because Mushaf Al-
Quran is not the same as ordinary document information 
varies on the different type of printed version. 

2. RELATED WORK 

There is a large number of historical manuscripts have been 
digitized and made available to the public [9]. It give an 
interest for research scholars to carry out to studies layout 
analysis more efficiently and in greater depth [16]. Table 1 
show several document analysis that provided to produced 
groundtruth data on historical documents. Besides that, 
study on page segmentation has been done by Kai Chen et 
al. using DIVADIA dataset of historical document that 
classified page into several component as either periphery, 
background, text block, or decoration 
[9][3][10][11][12][13][14][15]. Apart from that, Table 2 
show a competitions project on document analysis organ-
ized by International Conference of Document Analysis and 
Recognition (ICDAR) for robust reading competitions. 
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Table 1 and Table 2 show that researcher more focusing 
on historical manuscripts or scenery image. Unfortunately, 
there is a lack of research conducts in analysis the Mushaf 
Al-Quran document compared to others viz. historical (me-
dieval documents) and record. Therefore this study will 
concentrate on the page segmentation of Mushaf Al-Quran 
text as a pillar of research contribution. 
 In previous study [2], a method has been proposed for 
page segmentation in removing illumination on Mushaf Al-
Quran is using Binary Representation. Then, improved has 
been made [27]. However, the problem with previous study 
was inaccurate segmenting for multiform decoration frame 
as shown in Table 3. 

 
Table 1: Analysis of Historical Documents 

Research Description 
[17] This study propose a new dataset and a ground-truthing 

methodology for layout analysis of historical documents with 
complex layouts. The dataset used in this study is DIVADIA. 
This dataset contains 120 pages from three historical docu-
ment image collections. 

[4] This study proposed a web-based system to help users pro-
duce ground truth data for document images. The dataset 
used in this study is a degraded historical document images. 

[5] This study proposed a new XML-based page image represen-
tation framework that 
Records information on image characteristics (image borders, 
geometric distortions and corresponding corrections, binarisa-
tion etc.) in addition to layout structure and page content. The 
datase used in this study is a public contemporary and histori-
cal ground-truthed datasets and in the ICDAR Page Segmen-
tation competition series. 

[6] This study proposed a tools for visualizing and creating 
groundtruth and metadata. It reads and stores groundtruth 
metadata in XML format. 

 
Table 2: Dataset on ICDAR 

Specific 
application 

domains 

Details Datasets 

2017 COCO-
Text 

Dataset consist of scene text detection and 
recognition, based on the largest scene text 
dataset currently available, based on real (as 
opposed to synthetic) scene imagery.  
Task : Text Localization, Cropped Word 
Recognition and End-To-End Recognition 

COCO-
Text 

dataset 
[7] 

2017 De-
TEXT 

Dataset consist of biomedical figures. They 
propose semantic interpretation of biomedi-
cal figure mining in order to mining infor-
mation from figures. 
Task: Text Localization (Text Detection), 
Cropped Text Blocks Recognition, End-to-
End Recognition. 

DeTEXT 
dataset 

[8] 

2017 DOST Dataset consist of omnidirectional video 
consists of video mode (Task: Localisation, 
End-to-end) and still image mode (Task: 
Localisation, Cropped word recognition, 
End-to-end). 

DOST 
dataset 

[18] 

2017 FSNS Dataset consist of French Street Name 
Signs (FSNS). 
Task: end-to-end recognition on the Google 
FSNS dataset. 

FSNS 
dataset 

[19] 

2017 MLT Dataset consist of multi-lingual scene text 
detection and script identification. 
Task: Multi-script text detection, Cropped 
Word Script identification, Joint text detec-
tion and script identification 

MLT 
dataset 

[20] 

2017 IEHHR Dataset consist of historical handwritten 
records in order to extract information. 
Task: Extract information from the Histori-
cal Handwritten     records. 

IEHHR 
dataset 

[21] 

2011-2015 
Born-Digital 

Images  

Dataset consist of digital images of elec-
tronic documents (Web and email) that 
consist of embed textual information. 
Task: Text Localization, Text Segmenta-
tion, Word Recognition, End-to-End. 

Born-
Digital 
Images 
dataset 

[22] [23] 

2013-2015 
Focused 

Scene Text 

Dataset consist of real scenes in order to 
reading of text. 
Task: Text Localization, Text Segmenta-
tion, Word Recognition, End-to-End. 

Focused 
Scene 
Text 

dataset 
[24] [23] 

2013-2015 
Text in Vid-

eos 

Dataset consist of video sequences in order 
to localize and recognize text in the de-
picted scene. 
Task: Text Localisation, End to End. 

Text in 
Videos 
dataset  

[25] [23]  
2015 Inciden-

tal Scene 
Text 

Dataset consist of real scene images in 
order to read the text. 
Task: Text Localization, Word Recognition, 
End-to-End. 

Incidental 
Scene 
Text 

dataset 
[26] 

 
Table 3: Text Extraction of Mushaf Al-Quran Pages 

Source  Input Image 
Result of 

Binary Representation 
[2] 

 
 

Image of Al-Quran 
Al-Karim from 

Mawarsoft Digital 
Furqan 1.0 
(Page 2) 

 
 
 

 
 
 
 
 
 
 
 

Cannot be  processed 
(Execution Error) 

 
 

Image of Al-Quran 
Al-Karim from 

Mushaf Al-Madinah 
Quran Majeed 

(Page 1)  
 
 
 

 

 
 
 
 
 
 
 
 

Cannot be  processed 
(Execution Error) 

 
 

Image of Al-Quran 
Al-Karim from KSU -

Electronic Mosshaf 
(Page 1) 

 
 
 
 

 
 

 
 
 
 
 
 
 
 

Cannot be  processed 
(Execution Error) 

 
 

Image of Al-Quran 
Al-Karim from 

Mushaf Al-Madinah 
Quran Majeed 

(Page 3) 
 
 
 

  

 
 

Image of Al-Quran 
Al-Karim from 

Mawarsoft Digital 
Furqan 1.0 
(Page 4) 

 
 
 
 

 

 
 
 
 

Image of Al-Quran 
Al-Karim from Uth-
mani Script Mushaf 

(Page 2) 
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In previous study [28], a method has been proposed for text 
line segmentation on Mushaf Al-Quran is using Binary 
Representation. However, the problem with previous study 
was inaccurate segmenting for text line as shown in Table 4 
to Table 7. 
 
Table 1: Result of Line Seg-
mentation of Mushaf Al-Quran 
Rasm Uthmani Publish by 
Company S Abdul Majeed 
(page 6; row 11-13) 
 

Table 2: Result Of Line Seg-
mentation on Muhaf Al-Quran 
from Mushaf Al-Madinah 
Quran Majeed  

(page 3; row 3-5) 
 

 
Table 3: Result of Line Seg-
mentation on Mushaf Al-Quran 
from Mushaf Al-Madinah 
Quran Majeed  
(page 3; row 6-8) 
 

Table 4: Result of Line Seg-
mentation on Mushaf Al-Quran 
from Mushaf Al-Madinah 
Quran Majeed  
(page 3; row 8-10) 
 

 
 Unfortunately, based on study there is a lack of research 
conducts in analysis the Mushaf Al-Quran document com-
pared to others viz. historical (medieval documents) and 
record. Table 1 and table 2 show that researcher more fo-
cusing on historical manuscripts or scenery image. The 
general manuscripts analysis method on table 1 and table 2 
have been investigated and not suitable to perform on 
Mushaf Al-Quran regarding on non-uniform decoration 
heterogeneity, diacritic and tashkil, unnecessary text (mean-
ing of ayah) [2]. To carry out document analysis and recog-
nition for document Mushaf is the challenging task because 
Mushaf Al-Quran is not the same as ordinary document 
information vary on different type of printed version. Be-
sides that, prior research tends to mistakenly consider the 
unnecessary text (meaning of ayah) as part of ayah Al-
Quran and also mistakenly consider the necessary object 
(tashkil / end of verse) as part of decoration that leading to 
the incorrect interpretation of Al-Quran. The diacritical 
marks ownership are challenging process because mis-
placed or missing can change the meaning of ayah [2]. 
 Recent study related to foreground segmentation has 
been done by several researcher [29][30][31][32]. In 2018, 
a study by W. Yu et. al. proposed a synthetic superpixel 
grouping mechanism to group the remainder SLIC super-
pixels into foreground or background until the whole su-
perpixels are completely grouped [32]. Besides that, K. 
Chen et. al. was proposed page segmentation for historical 
document images based on superpixel classification with 

unsupervised feature learning [10]. Despite an outstanding 
result shown by recent research on its application, however 
regarding on Mushaf Al-Quran there will be lacking in ac-
curacy. This is because superpixel cannot solve the problem 
with the diacritical marks ownership. Superpixel method 
will differentiate diacritical marks with its character. Result 
provided by [10] shown that the accuracy in pixel-labelling 
method (n=100k) much better than superpixel method 
(SLIC), however lack in runtime per image (T-min). The 
result from this study are shown as in Figure 1. Therefore, a 
novel dominant foreground method are proposed to solve 
the problems aforementioned. 
 

 
Figure 1: Result from using superpixel method (image from K. Chen et. 

Al. 2016). 
  
 There is a recent study on Arabic text segmentation us-
ing area Voronoi diagrams by J.Ramdan et. al. in 2016 [33]. 
In this study, segmentation is carried out by choosing ap-
propriate sites bordering the Voronoi. The study address the 
issue where Voronoi Edges are effectively segmented fully 
neigbours however, it does not effectively segment partly 
neighbour. The result from this study indicated the diacriti-
cal marks will be separated from the character. The result 
from this study are shown as in Figure 2. Therefore, a novel 
dominant foreground method are proposed to solve the 
problems aforementioned. 
 

 
Figure 2: Result using Area-Voronoi Diagram (image from J.Ramdan et. 

al. in 2016). 
 
 Besides that, the page segmentation have been investi-
gated in the previous work [27][2][28] on Mushaf Al-Quran 
but producing inaccurate result when dealing with large-
scale dataset that has degree of variability. Thus, this study 
proposed a novel method to tackle the issues that has been 
addressed. This proposed segmentation techniques has four 
phases which is (a) decoration and text, (b) text line, (c) 
verse and (d) sub-word on Mushaf Al-Quran. In order to 
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cope with speed, this algorithm conjointly with multithread 
for parallel processing on a big data. Fork and Join are im-
plemented on the algorithm where study show a good result 
on performance in order to speed up for most program 
[34].The multithread are made dynamically based on num-
ber of page and number of text line. Preprocessig for every 
phases start with converting image into binary images by 
using Otsu thresholding [35]. In binary images, the fore-
ground image is known as ‘0’ while background image is 
known as ‘1’ [36]. 

3. METHODOLOGY 

There are five phase for document segmentation which is (a) 
Theoretical study; (b) Data collection; (c) Page segmenta-
tion; (d) Feature extraction; and (e) Evaluation. 

3.1. Theoretical study  

At this phase, theories and approaches regarding to page 
segmentation are examined to investigate the comparisons 
of the current and suitable approaches, strengths, weak-
nesses and scopes of the page segmentation in mushaf Al-
Quran text. This investigation is important to determine the 
gap and solutions for the research problems. Thus, a sys-
tematic method has been prepared in selecting suitable ap-
proaches and frameworks that are capable in providing 
valid answers to the research questions. 

3.2. Data collection 

Searching and selecting standard datasets. Investigate data-
set issues. Develop local dataset to suit this research. 
 

3.3. Page segmentation 

This study is focusing on page segmenting using Dominant 
Foreground and conjointly with Fork and Join in order to 
speed up processing time for big data of mushaf Al-Quran 
with high accuracy. Multiphase in the research refer to dif-
ferent stage or phase during page segmentation process. 
This phase involves the four stages which are: 
1)  Decoration and text segmentation stage:  
 This stage is to identify multiform decoration frame on 
 mushaf Al-Quran pages and extract only text of mushaf 
Al- Quran. 
2)  Text line segmentation stage:  
 This stage is to segment the text line on mushaf Al-
Quran text  to solve overlapping problem. 
3)  Verse segmentation stage:  
 This stage is to segment the verse on mushaf Al-Quran 
text by  identifying the object end of verse (tashkil) cor-
rectly. Differ ent mushaf have different pattern and shape 
of object. 
4)  Sub-word segmentation stage:  

This stage is to segment sub-word on mushaf Al-Quran 
text by  identifying the unoccupied space between word. 
It is challeng ing to identify unoccupied space for mushaf 
Al-Quran text  because of the diacritical mark existence 
in arabic text of  mushaf Al-Quran. This diacritical mark 
may cause misleading  or erroneous to the sub-word seg-
mentation result. 

Segmentation phase are based on a novel dominant 
foreground method. Foreground in this study refer to detect 
the objects that do not belong to the background by com-
paring the current observation with previous references [31]. 
Foreground segmentation are widely used in many field 
such as static image and video sequence [29][30][31][32]. 
Study by W. Yu et. al. used supervised image segmentation 
algorithm to the extract foreground [32]. A synthetic super-
pixel grouping mechanism is proposed to group the re-
mainder SLIC superpixels into foreground or background 
until the whole superpixels are completely grouped. Unfor-
tunately, this method cannot be applied to the page of 
Mushaf Al-Quran domain. This is because Arabic text on 
Mushaf Al-Quran contain important object which is dia-
critical marks that are placed with the arabic character but 
not connect to the character itself. By using the superpixel 
grouping, it will miscategorise the diacritical marks from 
the character itself. Dislocated diacritical marks will change 
the meaning of ayah. In order to segment the Mushaf Al-
Quran text in precisely, algorithm must determine and cate-
gorize each of every single pixel. The pixels flow con-
stantly spread heading to the dominant foreground. Domi-
nant foreground refer to character or ornaments that has 
been determined by cluster point. The illustration of pro-
posed method are shown in Figure 3. Red colour indicate 
the pixels (diacritical marks) flow constantly spread head-
ing to the dominant foreground (character). Therefore, as a 
result of the proposed method segmentation multiphase of 
Mushaf Al-Quran will be accurate. 

 

 
Figure 3: Illustration of dominant foreground method. 

 On the other hand, the algorithm to determine the single 
object is by identify its neighbouring pixel. The concept are 
illustrated as in Figure 4. As a result of pre-processing stage 
(Otsu thresholding) where the image will convert into bi-
nary form, the value of “0” indicated as foreground whereas 
the value “1” indicated as background per pixels. After-
wards, in order to cluster the neighbouring pixels around 
the pixel point of selection are shown as Figure 4. The outer 
point of pixel from selecting neighbour will not be cluster 
for example as in Figure 4. 

3.4. Feature extraction 

After the segmentation process completed, the feature ex-
traction process will be performed to extract features using 
triangle geometry method. Triangle geometry features are 
proposed by M.S. Azmi [37] and improved by N.A. Arbain 
[38]. Study has been conducted that the triangle geometry 
features shows a better result for digit recognition as well as 
text recognition [36]. In this study, triangle geometry fea-
tures apply dynamic multi-zoning divisions to solve the 
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issues on big size of features in order to tackle big data that 
causes the time taken is longer when processing data. 

3.5. Evaluation 

The proposed method will be evaluated in terms of accura-
cy and time in the Unsupervised Machine Learning (UML) 
environment. The classification process are UML with 
ranking measures that are widely used in information re-
trieval.The UML algorithm used is the Euclidean Distance 
Method (EDM) whereas the information retrieval measures 
used for the classification are Majority Voting (MV) and 
Mean Average Precision (MAP). Recent study by M.S 
Azmi [39] prove that the features from Triangle Model 
techniques with the UML and MAP techniques give better 
result compared to SML with Multi-layer Perceptrons and 
UML with MV. 

 
Figure 4: Illustration of neighbouring pixels. 

 

4. RESULT 

This research paper are focusing on methodology of docu-
ment segmentation of Mushaf Al-Quran. Hence, our pre-
liminary result is on ornament removal the different shape 
of decoration on Mushaf Al-Quran page and text line seg-
mentation. Table 8-12 shown a comparison result between 
exiting method and proposed method.  
 

 
Table 8: Result Comparison for Ornament Removal in Mushaf Al-Quran 

 

Source  Input Image 
Result of 

Binary Represen-
tation [2] 

Result of 
Proposed Method  

 
 
 

Image of 
Al-Quran 
Al-Karim 

from 
Mawarsoft 

Digital 
Furqan 1.0 
(Page 2) 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 

Cannot be  proc-
essed 

 

(Execution Error) 
 
 

Image of 
Al-Quran 
Al-Karim 

from 
Mushaf 

Al-
Madinah 

Quran 
Majeed 
(Page 1)  

 
 
 

 

 
 
 
 
 
 
 
 
 

Cannot be  proc-
essed 

(Execution Error) 

 

 
Image of 
Al-Quran 
Al-Karim 
from KSU 

-
Electronic 
Mosshaf 
(Page 1) 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 

Cannot be  proc-
essed 

(Execution Error) 

 

 
 
 
 
 
 
 

Image of 
Al-Quran 
Al-Karim 

from 
Mushaf 

Al-
Madinah 

Quran 
Majeed 
(Page 3) 

 
 
 

   

 
Image of 
Al-Quran 
Al-Karim 

from 
Mawarsoft 

Digital 
Furqan 1.0 
(Page 4) 

 
 
 
 

 

 

 

 
Image of 
Al-Quran 
Al-Karim 

from 
Uthmani 

Script 
Mushaf 
(Page 2) 
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Table 9: Result of Text Line Segmentation on Mushaf Al-Quran Rasm 
Uthmani Publish by Company S Abdul Majeed (Page 6) 

 
 

Input  
 

 

 
Row 11-13 

 
Result of 

Binary Representa-
tion  

(Melhem, 2015) 
[2][28] 

 
 

 

 
Row 11 

 

 
Row 12-13 

 
Result of 

Proposed Method 
 
 

 

 
Row 11 

 

 
Row 12 

 

 
Row 13 

 
 
 

Table 10: Result of Text Line Segmentation of Mushaf Al-Quran From  
Mushaf Al-Madinah Quran Majeed (Page 3) 

 
 

Input  
 

 

 
Row 3-5 

 
 

Result of 
Binary Repre-

sentation  
(Melhem, 2015) 

[2][28] 
 

 

 
Row 3 

 

 
Row 3-5 

 
 

Result of 
Proposed 
Method 

 

 

 
Row 3 

 

 
Row 4 

 

 
Row 5 

 
Table 11: Result of Text Line Segmentation of Mushaf Al-Quran From  

Mushaf Al-Madinah Quran Majeed (Page 3) 
 

 
Input  

 

 

 
Row 6-8 

 
 

Result of 
Binary Repre-

sentation  
(Melhem, 2015) 

[2][28] 
 

 

 
Row 6 

 

 
Row 7-8 

 
 

Result of 
Proposed Meth-

od 
 
 

 

 
Row 6 

 

 
Row 7 

 

 
Row 8 

 
 
 
 
 

Table 12: Result of Text Line Segmentation of Mushaf Al-Quran From  
Mushaf Al-Madinah Quran Majeed (Page 3) 

 
 

Input  
 

 

 
Row 8-10 

 
 

Result of 
Binary Repre-

sentation  
(Melhem, 2015) 

[2][28] 
 

 

 
Row 8 

 

 
Row 9-10 

 
 

Result of 
Proposed Meth-

od 
 
 

 

 
Row 8 

 

 
Row 9 

 

 
Row 10 

 

5. DISCUSSION 

Here is the detail of page segementation on Mushaf Al-
Quran phase: 
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5.1. Decoration and text segmentation 

This phase will identified multiform decoration frame on 
Mushaf Al-Quran pages and extract only text of Mushaf Al-
Quran. In previous study [2], a method has been proposed 
for removing illumination on Mushaf Al-Quran by using 
Binary Representation. Then, improved has been made [27]. 
However, the problem with previous study was inaccurate 
segementing for multiform decoration frame as shown in 
table 3. Time taken for previous method was slow. Hence, 
this research are focusing on segmenting for multiform 
decoration frame by using Dominant Foreground and con-
jointly with Fork and Join in order to speed up processing 
time for big data of Mushaf Al-Quran with high accuracy. 

5.2. Text line segmentation 

This phase will segmenting text line on Mushaf Al-Quran 
text. In previous study [28][2], a method for text line seg-
mentation of Al-Quran pages using Binary Representation 
has been proposed. However, the problem with previous 
study is inaccurate segmenting for text line on Mushaf Al-
Quran text. The result from previous study shows that the 
previous method can not solve overlapping that cause by 
interfering of diacritical marks or stroke of the Arabic word. 
Hence, this research focusing on segmenting for segment-
ing text line by using Dominant Foreground on Mushaf Al-
Quran text to solve overlapping problem. 

5.2. Verse segmentation 

This phase will segmenting verse on Mushaf Al-Quran text. 
In order to segmenting verse, object end of verse (tashkil) 
must be identified correctly. Different Mushaf have differ-
ent pattern and shape of object. Thus, this research focusing 
on identify multiform of object end of verse by using 
Dominant Foreground. 

5.3. Sub-word segmentation 

This phase will segmenting sub-word on Mushaf Al-Quran 
text. In order to segmenting sub-word, unoccupied space 
between words must be identified. The challenging task to 
identified unoccupied space for Mushaf Al-Quran text is 
existence of diacritical mark in arabic text of Mushaf Al-
Quran. The existence of diacritical mark in arabic text of 
Mushaf Al-Quran can misleading or erroneous the result to 
identified unoccupied space in order to segmenting sub-
word of Mushaf Al-Quran. Hence, this research focusing on 
segmenting sub-word on Mushaf Al-Quran text by using 
Dominant Foreground.  
 After the segmentation process completed, the feature 
extraction process will be performed to extract features 
using triangle geometry method. Triangle geometry features 
are proposed by M.S. Azmi [37] and improved by N.A. 
Arbain [38]. Study has been conducted that the triangle 
geometry features shows a better result for digit recognition 
as well as text recognition [36]. In this study, triangle ge-
ometry features apply dynamic multi-zoning divisions to 
solve the issues on big size of features in order to tackle big 
data that causes the time taken is longer when processing 
data. 
 Then, the proposed method will be evaluated in terms of 
accuracy and time in the Unsupervised Machine Learning 
(UML) environment. The classification process are UML 

with ranking measures that are widely used in information 
retrieval. The UML algorithm used is the Euclidean Dis-
tance Method (EDM) whereas the information retrieval 
measures used for the classification are Majority Voting 
(MV) and Mean Average Precision (MAP). Study prove 
that the features from Triangle Model techniques with the 
UML and MAP techniques give better result compared to 
SML with Multi-layer Perceptrons and UML with MV [39]. 

6. CONCLUSION 

In this paper, we present a segmentation method in Mushaf 
Al-Quran. There are 4 stage which is (A) Decoration and 
Text Segmentation on Mushaf Al-Quran; (B) Text Line 
Segmentation on Mushaf Al-Quran; (C) Verse Segmenta-
tion on Mushaf Al-Quran; and (D) Sub-word Segmentation 
on Mushaf Al-Quran. The result is for decoration segmenta-
tion are compared with Binary Representation technique 
that was proposed by L.B. Melhem [2] with the same data-
set. Result show that proposed method more accurate than 
previous method. 
 The proposed method can be applied to document 
analysis on Mushaf Al-Quran. This could help researcher in 
order to investigate Mushaf Al-Quran authentication. This 
proposed method also can be used to study Mushaf Al-
Quran layout and structure. 
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