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ABSTRACT 
 
With the increased diversity among the available data 
sources, the demand for sufficient storage and processing 
methods has grown in recent years. Also, extracting the 
inherent knowledge from the massive as well as 
heterogeneous information sources becomes an emerging 
research area. The abundance of the data quantity in the 
organizations has remarkably raised the gap between the 
disparate information systems. The advancement of semantic 
web technologies plays a prominent role in the decision 
making by providing the contextual information of the data 
residing in the heterogeneous data sources. Despite, lack of 
updation with the modifications in the information systems 
leads to ineffective decision making. To overcome this 
constraint, the existing researchers have effectively managed 
the data sources and supported the interoperability among the 
diverse data sources. Hence, it is significant to integrate the 
heterogeneous data sources into unified information-rich 
systems with the help of ontologies. Thus, this work presents 
heterogeneous data source integration model based on novel 
semantic ontology. The proposed integration model involves 
two phases such as novel kernel-based similarity learning and 
enhanced K-nearest neighbor clustering. By utilizing the 
novel semantic ontology, it effectively integrates the 
heterogeneous data sources. Initially, the proposed semantic 
data integration model obtains the potential information from 
the data sources such as Header information comprising the 
IP address, Source details, and destination details. Secondly, 
it applies the kernel-based similarity learning to compute the 
similarity between the heterogeneous data sources. Finally, 
the proposed integration model groups similar data using 
K-Nearest Neighbor (KNN) based clustering method. Thus, 
the experimental framework outperforms the existing data 
based web discovery methods by accomplishing improved 
performance in terms of the accuracy, success rate and 
execution time.  
 
Key words : Semantic web, ontologies, integration, 
heterogeneous information, kernel-based similarity learning, 
KNN based clustering model. 
 

 
 

 
1. INTRODUCTION 
In the modern generation of information technology, the 
Internet of things (IoT) plays a  significant role[1]. It has 
widely used in the integration of network through pervasive 
computing, IntelliSense, recognition technology, and other 
communication technologies [2]. Due to the development of 
IoT, the applications of information industry increased to 
virtually across all areas, domains, and industries in a wide 
range. With the tremendous growth of the vast available 
information with greater variety, velocity, and complex data, 
the demand for advanced methods has rapidly increased to 
precisely manage the data. Moreover, modeling a useful data 
management tool is inevitable to handle the heterogeneous as 
well as massive data within a tolerable time. In essence, the 
voluminous and diverse nature of the databases necessitates 
the semantic enhancement to recognize the insights of the 
data residing in the databases. Among various techniques, 
semantic web technologies play a prominent role in IoT based 
applications. Recently, the ontology-dependent systems pave 
the way for development of semantic web technologies [3].  It 
makes a defined ontology language, and it is based on shared 
knowledge. The semantic web such as ontology source 
globally manages the knowledge and assists to handle the 
massive amount of information available on the web. The 
services available on the web are decoupled in nature. To 
determine the acute web services such as robotic discovery, 
composition, invocation, and interoperation, the semantic 
web services have been employed in different application 
fields. It manipulates the descriptions of web services to 
discover various kinds of web services [4].  
 
Traditional data management methods  [5] lack to employ 
explicit ontologies to provide contextual and understandable 
information to the machines while developing the 
applications. Hence, there is a considerable need for 
integrating the multiple disparate data sources [6]. Data 
integration is the process of linking or unifying the variety of 
data sources that comprises diverse data types and data 
formats, which generates a consistent view of the data [7]. 
Several existing semantic-based data integration research 
employs the different semantic sources and methods to deal 
with the enormous heterogeneity in the databases effectively. 
Although handling the diverse data sources for integration is 
still in its infancy stage due to the existence of the data as well 
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as semantic heterogeneity [8]. The data heterogeneity 
involves three levels of heterogeneity such as syntactic, 
semantic, and structural. Due to the increased complexity in 
the identification of the semantic heterogeneity, most of the 
research works intensively focused on resolving the semantic 
heterogeneity in the past years. Automatically identifying the 
semantic relations between the disparate data sources and 
representing the identified relations in unified structure is a 
quite tricky task. Hence, the conventional data integration 
systems [9, 10] utilize the ontology as the intermediary 
between the diverse data sources. Several previous research 
works employ the clustering methods [11, 12] to identify the 
semantic relations between the heterogeneous data sources. 
However, extracting the inherent knowledge of the abundance 
of the data is a challenging task during the integration of 
heterogeneous data sources. Hence, the proposed approach 
targets to apply the clustering method along with the help of 
the ontology to improve the performance of the disparate data 
source integration. 
 
The remaining of this paper is structured as follows: Section 2 
reviews the existing research works in the semantic data 
integration. Section 3 presents the problem considered in the 
data integration system. Section 4 describes the aims and 
objectives of the research work. Section 5 carries out the 
proposed semantic data integration model. The steps involved 
in the proposed architecture are discussed and illustrated in 
Section 6.  Sections 7 describes the discussion of the work. 
Finally, the conclusion is drawn in Section 8. 
 
2. LITERATURE REVIEW 
 
This work focuses on identifying the solution for integrating 
the multiple and heterogeneous data sources into a unified 
system using the ontology source. This section reviews the 
existing research works in the heterogeneous data integration 
system.  
 
Various wearable data integration approaches [13] utilizes 
the semantic source along with the scalable machine learning 
algorithm to integrate the disparate data for healthcare 
application. Even though it deals with the heterogeneity and 
scalability constraints, handling of uncertain data requires the 
advanced analytic model. ODMedit [14] integrates the 
medical data based on the semantic annotation by enhancing 
the UMLS or SNOMED CT terminologies. It addresses the 
web of linked data and semantically integrates the patient 
details in the public metadata repositories. Although it 
partially supports the integration of the different types of 
medical reports of the patients. An Ontology-Based Data 
Management (OBDM) approach [15] employs the ontological 
source to develop the global schema for the Science, 
Technology, and Innovation (STI) policy development. It 
conceptually integrates the information sources related to the 
STI and maintains the large-scale information by tracking the 
information evolution. However, it lacks to support the 
integration of the heterogeneous information sources with 

interoperability. Ontology-based streaming data integration 
model [16] eases the complex diagnostic tasks in the 
OPTIQUE system through abstraction layer. The semantic 
web-based abstraction layer enforces the integration of the 
heterogeneous data and supports the high-level semantic 
queries. Although, it integrates only the static relational data 
streams.  
 
An Information Integration Framework [17] improves the 
service as well as maintenance processes through semantic 
annotation. By utilizing the linked data technologies, it 
integrates the heterogeneous data sources to offer the 
information units. It applies the machine learning method to 
obtain better reports along with strong concepts by classifying 
the information from technical manuals with ontology-based 
auto-completion. In consequence, it provides a unified as well 
as structured interface by integrating these two approaches for 
the manual as well as automatic query processing. Moreover, 
the integration framework effectively utilizes the 
uncontrolled documents as the data sources through 
ontology-based automated tool even when there are 
non-grammatical and non-standardized acronyms and labels. 
Finally, it facilitates the annotation and thus, leads to the ease 
of re-utilizing the uncontrolled documents such as reports as 
the information sources. Although, it partially extends the 
integration model using simple page range finding based on 
the standard of web annotation. Semi-automatic ontology 
matching approach [18] supports the integration of 
heterogeneous data sources. It employs the ontology source to 
provide the interoperability across the different data models 
and new data sources along with the stored data updation. It 
provides potential benefits to the Service-Oriented 
Architecture (SOA)-based industrial systems and agent-based 
industrial systems in addition to the automotive system. 
However, it suffers from higher computational overheads 
during ontology mapping.   
  
Ontology-based heterogeneous database integration approach 
[19] builds the semantic ontology by semi-automatically 
extracting the database schema. It transforms one of the 
multiple databases into ontology and maps other 
heterogeneous relational databases with the ontology. In 
subsequence, it accesses the integrated ontology through the 
SPARQL query. It also encounters several shortcomings 
during data integration due to the different schemas and 
structures of the databases. A unified kernel approach [20] 
has presented a model for learning the cluster indicator 
matrix and similarity information simultaneously in the 
kernel spaces. Also, it analyzes the theoretical relationship 
amongst the Kernel K-means, spectral and K-means 
clustering. By extending the kernel model with the multiple 
kernel learning ability, it addresses the limitations in the 
selection of the most appropriate kernel for each clustering 
task. In consequence, it automatically determines the best 
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cluster indicator matrix amongst the three subtasks. Even 
though it obtains the improved performance for the clustering 
task, it has higher computational complexity.  
  
Data fusion approach [21] performs the real-time data 
processing of automotive applications based on spatial 
indexation. It supports the fusion over the millions of the 
connected vehicles and also, speed up the automotive 
application through valid pattern matching although it lacks 
to handle the uncertain and noisy streams in the automotive 
application. Large-scale data management approach [22] 
effectively manages the sensor data streams and facilitates 
query processing using factorization and query reformulation 
algorithms. Even though it handles the redundancy issues in 
the data streams during management, it fails to remove the 
redundant streams contextually. An agile data architecture 
based semantic integration [23] manipulates the real-time 
data representation and supports the querying over the 
multiple varieties of data streams. By utilizing the semantic 
web technologies, it integrates the heterogeneous data 
streams for semantic data representation, which ensures the 
interoperability among the heterogeneous data sources. Even 
though it performs the incremental stream data processing 
and unusual event detection, it lacks to handle the noise and 
uncertain data streams during integration. Multimedia data 
integration approach [24] employs the semantic source to 
create a unified ontology for the large-scale multimedia 
knowledge bases. It precisely identifies the mapping 
relationship among the different ontologies. By utilizing the 
WordNet ontology as the background knowledge, it 
contextually matches the entities across the ontologies. 
However, the weight-based entity matching partially 
mitigates the sense of the glossary overlapping.  
 
3. PROBLEM STATEMENT  
 
Over the past decades, supporting the interoperation among 
the disparate data sources is an arduous task due to the 
variation in their schema and representation. The database 
management system often encounters the issues during 
representation mapping, schema mapping, and mapping 
based query answering. Also, handling the semantic 
heterogeneity is a critical task during the integration of the 
heterogeneous data sources. Even though the existing data 
integration researches have employed the ontological source 
to deal with the semantic heterogeneity, there is the possibility 
of occurring the semantic conflicts due to the heterogeneity in 
the syntactic representation and similarity in the 
interpretation of the elements. Moreover, computing the 
similarity among the heterogeneous data sources is a 
challenging task during the integration. Lack of analyzing the 

aspect of the data hidden in the disparate databases leads to 
inaccurate integration, which affects the query processing.  
 
4. AIMS AND OBJECTIVES 
 
• To integrate the disparate and massive data sources 

based on the semantic knowledge. 
• To determine the interrelationship across the 

heterogeneous data sources using Similarity Learning 
method. 

• To group the semantically similar data sources using an 
Enhanced clustering method. 
 

5. PROPOSED HETEROGENEOUS DATA SOURCES 
INTEGRATION BASED ON SEMANTIC ONTOLOGY 
 
With the rapid advancements of the Web and Information 
Technology, the available digital information has drastically 
increased in terms of massiveness and diversity. The query 
processing often confronts with the big data characteristics; 
hence, semantically enriching the heterogeneous data sources 
is essential. Due to the diversified  nature of the information, 
the data management system necessitates the semantic source 
to understand the information contextually. Hence, the 
proposed approach focuses on employing the semantic source 
such as ontologies for handling the heterogeneous big data 
sources during the integration with the target of 
accomplishing the accurate query processing within a short 
period. Figure 1 shows the proposed integration model based 
on the semantic ontology. 
 

 
  
Figure 1: Architecture of Disparate Data Source Integration based 

on Semantic Ontology. 
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The proposed approach focuses on integrating the 
heterogeneous data sources with the assistance of the 
semantic ontology. Initially, it takes the input data from the 
heterogeneous data sources and builds the local ontology for 
different data sources. The proposed integration model 
analyzes the information such as the Header that holds IP 
address, Source details, and destination details for measuring 
the similarity among the heterogeneous data sources using 
kernel-based similarity learning. Moreover, to handle the 
different aspects of the data in the databases, it employs the 
K-Nearest Neighbor-based clustering model to group the data 
having similar aspects. The main goal of applying the 
clustering method in the data integration model is to 
segregate the data from the similarity results for the classes. 
In consequence, the proposed model differentiates the classes 
by computing the similarities between the data to ease the 
construction of global ontology. Finally, it builds global 
ontology based on the clustered data of the heterogeneous data 
sources. 
 

5.1 Key Components in the Proposed Architecture 
According to Figure 1, the heterogeneous data source 
integration model heavily relies on the kernel-based 
similarity learning method for the local ontology fusion and 
KNN-based clustering method for the aspect based data 
grouping.  
 
Instead of applying the similarity and distance measures, 
kernel-based similarity learning method has gained 
significant attention, especially for heterogeneous data 
sources. The similarity measurement method computes the 
commonness between the data, whereas, the distance 
measurement method computes the difference between the 
data. In contrast, the kernel-based similarity learning has 
been used to improve both the accuracy and time efficiency by 
considering the linear and non-linear relationships across the 
heterogeneous data sources. Moreover, compared to the KNN 
classification method, the clustering-based KNN method 
achieves higher accuracy as well as time efficiency. It is 
because the KNN classification method computes the distance 
between each data with other data in the training set, which 
extends the time. Hence, to effectively handle the large-scale 
data, the KNN clustering finds the neighbors of a particular 
instance within the cluster, which alleviates the time 
consumption. Also, the separation of the data from the 
overlapped clusters for the classes yields higher accuracy of 
the disparate data sources. Hence, the proposed approach 
combines kernel-based similarity learning and KNN 
clustering to handle large-scale and heterogeneous 
information sources.  
 

 Kernel-based Similarity learning: The kernel-based 
similarity learning is based on the kernel function. The 
kernel function is the result of the inner product between 
the data residing in the feature space. It plays a crucial 
role in learning the heterogeneous data by transforming 
the original feature space into a high-dimensional 
feature space. By applying the inner dot products, the 
kernel-based similarity learning model has been used for 
different purposes such as classification, clustering, or 
regression.  

 K-Nearest Neighbor based Clustering: The K-NN 
based clustering model is based on the neighbors 
concerning the distance. In the K-NN algorithm, the 
distance between the data is measured by the Euclidean 
distance method [25]. In subsequence, a distance matrix 
was constructed from all the feasible pairs of the data 
using the distance values. In K-NN, ‘K’ represents the 
number of neighbors for each data point, which are 
identified from the distance matrix. Consider, each data 
holds the class label; hence, from the analysis of the 
neighbors, the most existing class labels are assigned as 
the class for a particular set of neighbors. In the K - NN 
algorithm, there is the possibility of occurring two or more 
class labels equally for a particular data point. Hence, it 
recursively runs the algorithm with K-1 that is with one 
less neighbor for the data point.    

5.2 Case study for the Proposed Semantic Integration 
Model 
Consider the medical data integration case study to 
demonstrate the proposed semantic integration model. With 
the massive increase of the medical data, providing 
healthcare solutions is critical due to the dependency with 
various factors. To provide the treatment for the patient or 
predict the morbidity, the solution provider such as physician 
needs all the data about the patient. The potential information 
sources include clinical reports, images, laboratory reports, 
hospital databases, and so on. Such patient information 
comprises the details regarding the age, habits, and disease of 
the patients, organ anatomy, functional information, and so 
on.  
 
Retrieving healthcare data from the heterogeneous medical 
information sources of different health organizations 
necessitates the data integration model. For example, 
consider Data source 1 comprises the patient information 
such as patient ID, age, organization name, health-number, 
zip-code, and morbidity, and district name. Data source 2 
comprises the information includes patient ID, age, 
health-number, diagnosis, hospital code, treatment, district 
code, and allergies. In this scenario, the semantic integration 
model builds the local ontology for two different data sources 
with the help of the semantic source. The local ontology is in 
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the structure of the classes and sub-classes of the patient ID 
with the corresponding features residing in the data sources. 
The integration model targets to reduce the redundant storage 
of the medical information for the same patient. Moreover, 
with the help of the kernel-based similarity learning, the 
proposed approach analyzes the features in the two data 
sources and measures the similarity between the features in 
the two data sources. If both the data source one and Data 
source two stores the details of the patient ID 1 with same age, 
health number, district code, and so on, the integration model 
links the information and models the non-redundant features 
for each patient. In subsequence, the K-NN based clustering 
model groups a set of patients under a diagnosis, age, or 
treatment based on the distance-based neighborhoods. 
Finally, the proposed approach builds the global ontology in 
the form of hierarchical structure with the patients and their 
other medical features under a particular class label for the 
different medical information sources.  
 
6. PROCESS OF THE PROPOSED 
HETEROGENEOUS DATA SOURCES 
INTEGRATION BASED ON SEMANTIC ONTOLOGY 

Figure 2 shows the overall process of the proposed data source 
integration model using a semantic ontology. The steps 
involved in the proposed integration model are discussed as 
follows: 
Step 1: Load the heterogeneous data sources 
Step 2: Build the local ontology for the heterogeneous data 
sources using the  semantic ontology source 
Step 3: Perform Coarse-grained Integration 

Step 3.1: Apply the kernel-based similarity learning of 
the constructed local ontologies 
Step 3.2: Analyze the features in the heterogeneous data 
sources such as header information that includes the IP 
address, source details, and destination details 
Step 3.2: Integrate the local ontologies through 

similarity-based feature mapping 
Step 4:  Fine-grained Integration 

Step 4.1: Apply K-NN based clustering method on the 
coarse-grained integrated data 
Step 4.2: Analyze the aspect of the data for the similarity 

measured data 
Step 4.3: Group the similar aspect of the data to 
contextually integrate the data obtained from the 
different data sources 

Step 5: Finally, build the global ontology with the semantic 
relationship for the heterogeneous information sources. 

 
Figure 2: Overall process of the proposed heterogeneous data 

sources integration based on semantic ontology. 
 
 

7.  DISCUSSION  

The performance evaluation with other existing 
data-based web discovery methods will illustrate the 
performance through the accuracy, success rate, and 
execution time metrics. The proposed work  will  be achieve 
better performance than the existing integration methods in 
terms of increased success rate, less execution time, and high 
accuracy. Table 1 shows the performance of the different 
baseline methods for data mapping in the integration system. 

Table 1: Comparative Performance of Various Methods 
for Heterogeneous Data Integration. 

Methods for 
Heterogeneous 

Data Integration 

Key Reasons behind Performance  

Accuracy Execution Time 
Similarity and 

Distance Measure 
Direct similarity and 
dissimilarity 
measurement 
becomes inaccurate 
for disparate data. 

Higher time 
consumption 
over large-scale 
data. 

KNN Classification Overlapping of the 
neighbors in different 
sets leads to less 
accuracy. 

Instance-based 
mapping method 
leads to poor 
efficiency. 

Kernel-Based 
Similarity Learning 

Deals with both the 
linear and non-linear 
relationships, achieves 
better accuracy. 

Better time 
efficiency. 

KNN Clustering Overcomes the 
constraints in KNN 
classification. 

Achieves high 
efficiency. 

Proposed Semantic 
Integration 

Kernel-based 
similarity learning 
and clustering-based 
KNN yields higher 
accuracy. 

Accomplishes 
higher time 
efficiency. 
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8. CONCLUSION 
 
Recently, addressing semantic heterogeneity is a challenging 
task while managing heterogeneous information sources. To 
handle the semantic heterogeneity, the ontology source has 
been widely used by the data management systems. This work 
has presented different data source integration with the help 
of the semantic ontology. The proposed integration model 
involves local ontology construction, coarse-grained 
integration, and fine-grained integration. The coarse-grained 
integration phase employs the kernel-based similarity 
learning model and analyzes the data, such as Header 
information to compute the similarity among the data of 
different sources. Then, the fine-grained integration model 
applies the K-NN based clustering method to group the aspect 
based data from the similarity measured data. Finally, the 
proposed integration model generates the global ontology for 
the heterogeneous information sources with the contextual 
relationship.   
In the future, this work further extends to different research 
directions:  
• The proposed integration model will support the 

interoperability for the integration of the multiple 
modalities.  

• The semantic integration will focus on reducing the 
query response time in the large-scale data through 
semantic annotation.  

• The future direction will target on effectively integrating 
the deep-rooted disparate data with the help of an 
intelligent learning model. 
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