
Muhammed Basheer Jasser  et al ., International Journal of Advanced Trends in Computer Science and Engineering, 8(1.4), 2019, 501 -506 
 

501 
 

 

 
ABSTRACT 
 
Safety critical systems use software to meet their 
functionalities. Failures in these software lead to a very high 
impact on the environment in which the safety critical 
systems are used. Several criteria are considered in safety 
critical systems, which are: reliability, availability, 
maintainability and safety.  In this paper, we focus on 
measuring the safety criterion in safety critical systems. 
Safety has some factors that are:  correctness, security, 
responsiveness and testability. Correctness is one of the most 
important factors of safety. Correctness also has sub-factors 
such as: completeness and consistency. In this paper, we 
investigate the safety criteria and safety measurement via two 
specific domains: transportation systems and business 
intelligent systems. Also, these criteria are employed in our 
developed prototype for verifying the safety criteria of safety 
critical systems and supporting the management of safety 
critical systems. 
 
Key words : Safety critical systems, Safety, Correctness, 
Formal Methods, Formal Verification 
 
1. INTRODUCTION 
 
Safety critical systems [1], [2], [3] use specific software, 
appropriate processes, standards, specification languages and 
verification techniques to ensure a certain level of 
performance and assurance. This is because safety critical 
systems function in environments in which failures may lead 
to a loss of human lives and high cost assets.   
 
Several criteria are considered in safety critical systems, 
which are: reliability, availability, maintainability and safety 
(RAMS). We concentrate in this paper on safety criterion. 
Safety has some factors [4] that are:  correctness, security, 
responsiveness and testability. Correctness is one of the most 
important factors of safety. Correctness also has sub-factors 
such as: completeness and consistency.  
 
There are several existing methods and techniques for 
measuring, specifying and verifying safety criterion and its 
factors. In [5], we studied quality criteria, attributes and 
metrics in the context of safety critical systems. In this paper, 
we put more emphasis on safety criteria and we investigate 

the safety measurement in two specific domains: 
transportation systems and business intelligent systems. We 
explore several case studies in these domains covering: the 
used specification language, the safety criterion to be 
measured, the verification technique used to verify the safety, 
the development level at which the system is verified, the 
automation level of verification and the tool used for the 
verification. These studied criteria are going to be employed 
in our developed prototype for verifying the safety criteria of 
safety critical systems and supporting the management of 
safety critical systems. 
 
This paper is structured as follows. Section 2 presents a 
background and literature review on safety critical systems, 
safety criterion in general and formal methods. Section 3 
presents some existing safety critical systems in specific 
domains and some details on measuring the safety of the 
systems in these domains.  Section 4 resents an overview on 
how we integrate our developed prototype, which is for the 
management of safety critical systems, with a modelling 
platform for safety critical system. Section 5 presents the 
process model by which a user can specify safety critical 
systems and verify their safety. Section 6 concludes the work. 
 
2. BACKGROUND AND LITERATURE REVIEW 
 
In this section, we present a background and literature review 
on safety critical systems, safety criterion and formal 
methods. Safety critical system and safety criteria are 
discussed because they are the main topic of this article. 
Formal methods are discussed because they are the main and 
most important way to specify and verify safety critical 
systems. 
 

2.1. Safety Critical Systems and Safety Criteria 
 
Safety critical systems [1], [2] are those at which failures may 
lead to loss in human lives or high-cost assets. For that, 
specific standards and procedures should be followed when 
designing and developing safety critical systems. Also, 
specific criteria should be considered in safety critical 
systems, such as RAMS (Reliability, Availability, 
Maintainability, Safety).  
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In [6], Reliability is defined as “the probability of a 
component, or system, functioning correctly over a given 
period of time under a given set of operating conditions”, 
Availability is defined as “the probability that the system will 
be functioning correctly at any given time”, and 
Maintainability is defined as “the ability of a system to be 
maintained’ and ‘Maintenance is the action taken to retain a 
system in, or return a system to, its designed operating 
condition” 
 
In [4], Safety is defined by some factors correctness, security, 
responsiveness and testability. Correctness is one of the most 
important factors of safety. Correctness also has sub-factors 
such as: completeness and consistency. Metrics are also 
defined for these factors. The consistency factor, for example, 
is defined as: the metric of the number of contradicting 
functions, interfaces, inputs, outputs, and data. 
 

2.2. Formal Methods 
 
Formal methods [7], [8] in the software engineering 
discipline allow the design, modelling, verification, and 
maintenance of hardware and software systems. Formal 
methods introduce preciseness, remove ambiguity in 
specifications, and support the verification of requirements 
and design properties. The specifications in formal methods 
could be viewed as mathematical models, which represent the 
intended behavior of the systems and they are used to model 
safety critical systems such as: railway control systems, 
nuclear power plant control systems, aircraft control systems, 
intelligent transport systems, and medical systems. There 
exist different kinds of formal specifications and each has its 
own advantages and limitations. Some formal specifications 
are considered at the system modeling like (B-Method [7], 
Event-B [8], Z-Method [9] and VDM [10], while another type 
is viewed as part of the system implementation level, in other 
words, the formal specification is added as supportive 
statements to the source code like Larch [11] and JML [12]. 
 

3.   THE MEASUREMENT OF SAFETY CRITICAL 
SYSTEMS IN SPECIFIC DOMAINS 

 
In this section, we provide an overview of some existing safety 
critical systems in some specific domain which are: 
transportation domain and business intelligent systems.  
 
Also, we present details on measuring safety criteria in safety 
critical systems in these two specific domains.  In addition, we 
explore several case studies in these domains covering: the 
safety criterion to measure, the verification technique used to 
verify the criterion, the development level at which the system 
is verified, the automation level of verification and the tool 
used for the verification. 
 

3.1. Transportation Domain (COPPILOT: Platform 
Screen Door Controller) 

 
The COPPILOT system studied in [13] is used in French 
railways in Paris, as in Figure 1. This is to prevent customers 
from entering or falling on train tracks. This project is to 
control the opening and closing of platform doors in relation 
to the train arrivals and departure and their doors opening and 
closing. The orders of opening and closing the platform doors 
should be verified to be safe and secure as this is related to the 
lives of passengers.  
 

 
Figure 1:. COPPILOT: Platform Screen Door Controller 

 
In this project, the safety is verified in terms of correctness. 
The functional constraints and safety properties are verified 
so that there is no possibility to establish forbidden 
connections between train and platform or between train and 
tracks.  The formal method used for the specification and 
verification is the B-Method [7]. The verification technique 
employed for that is theorem proving in which the verification 
has been automated partially.  This formal specification and 
verification has been performed using the tool Atelier-B at the 
modelling/ design and analysis development phase.  Table1 
summarises these details. 
 

Table 1:. COPPILOT: Platform Screen Door Controller- Details 

Language B-Method 
Criteria Safety in terms of correctness: 

Verify in the overall system (PSD + 
controller) that functional constraints 
and safety properties are verified (no 
possibility to establish forbidden 
connections between train and 
platform or between train and tracks). 

Verification 
Technique 

Theorem Proving 

Development 
Level 

Modelling/Design and Analysis 

Automation of 
Verification 

Partial Automation as interactive 
proving exist for complex proofs that 
are not possible to be verified by 
theorem provers 

Tool Atelier-B 
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3.2. Business Intelligence Domain 
 
An example of this domain is the electronic voting systems. 
Several electronic voting systems exist for facilitating the 
voting process that is considered a mission-critical task. 
Preserving the correctness and solidness of such systems 
should be tackled with utmost care. Some of the main entities 
of voting systems are the voters, the authorities that are 
responsible of registering the eligible voters and the 
tallying/counting authorities of the votes. Some of the main 
operations of the voting systems are: The registration of the 
eligible voters and candidates prior to the voting process, the 
authorization of the eligible voters and providing them with 
the right to vote based on their credentials, the voting 
operation by which the voters choose their preferred 
candidate, and finally the counting/tallying of the votes in a 
systematic manner.   
 
An actual case study is the formal specification and 
verification of an electronic voting system used in USA 
named as ES&S [14]. This study is to model the safety, in 
terms of security, of the electronic voting system and reason 
about it. The ASTRAL formal language [15] is used to specify 
the voting processes of the machines of the voting system and 
their security properties. The safety criteria are recognized in 
this study in terms of correctness.  In that regards, it should be 
verified that the system is secure under malicious attacks that 
try to change the voting process results. Theorem proving via 
the PVS interactive theorem prover is employed perform the 
proof obligations. The proof is partially automated because 
some complex proofs cannot be verified automatically by the 
prover. The specification and verification has been performed 
at the modeling/design&analysis development phase. Table 2 
summarizes these details.   

Table 2:. ES&S. Electronic Voting System- Details 

Language ASTRAL 
Criteria Safety in terms of security:  

Verify that the system is 
secure under malicious attacks 

Verification Technique Theorem Proving 
Development Level Modeling/Design and 

Analysis 
Automation of 
Verification 

Partial Automation as 
interactive proving exist for 
complex proofs that are not 
possible to be verified by 
theorem provers 

Tool PVS Interactive theorem 
prover 

 
 
 
 

4.   AUGMENTING SAFETY MEASUREMENT TO 
SAFETY CRITICAL SYSTEM MANAGEMENT 

 
In this section, we present the steps we follow to allow 
measuring safety criteria of safety critical systems in our 
developed prototype, which is for the management of safety 
critical systems. The following steps are to be performed for 
this aim, as shown in Figure 2: 
 
 Decision about the formal method: In this step, we 

decide a formal method to be used to specify and verify 
the safety criteria.  

 Design the formal specification editor: In this step, we 
design a user interface in our prototype tool that includes 
an editor for specifying safety critical systems using the 
selected formal language.  

 Integration of the editor with an external formal 
verification platform: In this step, we integrate the 
designed editor in the second step with an external 
formal verifier that may have a model checker or a 
theorem prover.  

 
Decision About the 

Formal Method
Design the Formal 

Specification Editor

Integration of the Editor 
with an External formal 

verification platform  
Figure 2: Steps for augmenting safety measurement to safety 
critical system management 
 
In the next subsections, we explain every step individually in 
more details.  
 

4.1. Decision about the Formal Method 
 
A specific formal method is selected for the specification and 
verification of safety criteria of safety critical systems that is 
Event-B. Event-B [8] is a formal method that is based on 
action systems [16]. The mathematical notation used in 
Event-B is based on the set-theory [17].  Event-B 
differentiates the static and dynamic system parts. An 
Event-B context contains the types, axioms and constants, 
while an Event-B machine represents the changes of the state 
variables via events. Machines contain variables, events and 
invariants. Variables v define the machine state, constrained 
by the invariants I(v). The events change the state of the 
machine. Proof obligations are to verify certain properties of a 
machine. 
 

4.2. Design the Formal Specification Editor 
 
We design a user interface in our prototype tool that includes 
an editor for specifying safety critical systems using the 
selected formal language Event-B. The Event-B specification 
is to be entered in the prototype in the editor for specifying the 
safety criteria. 
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4.3. Integration of the Editor with an External formal 
verification platform 

 
The editor is integrated with the platform Rodin [18], which 
is a platform for the formal specification and verification of 
Event-B models. This integration is to: validate the entered 
specification in terms of its conformance to the Event-B 
formal language and to verify its safety (in terms of 
correctness) against the specified properties defined in the 
Event-B invariants. 
 

5.   THE PROCESS MODEL TO SPECIFY AND 
VERIFY SPECIFICATIONS OF SAFETY 
CRITICAL SYSTEMS 

 
In this section, we explain the processes/steps followed to 
specify and verify a formal specification of a safety critical 
system. This is based on the steps that we have achieved in 
Section 4 for augmenting safety measurement into safety 
critical system management. The processes to be followed are, 
as in Figure 3: 
 
 Specify the safety critical system in the editor that is for 

the formal specification.  
 Validate the specification in terms of its conformance to 

the formal specification language.  
 Verify the correctness of the specification against the 

correctness properties defined in the invariants. 
 Show the output of the correctness verification.  

 

Specify the Safety Critical 
System in the Editor

Validate the specification 
conformance to the 

formal language

Validate the correctness 
of the specification

Show the output of the 
correctness verification

 
Figure 3:. The process model to specify and verify safety critical 

systems 
 

In the next subsections, we explain every step of the process 
model individually in more details. 
 

5.1. Specify the Safety Critical System in the Editor 
 
The specification of a safety critical system may be entered in 
the editor designed in the tool.  An E-voting system may be 
specified via Event-B. An Event-B machine may be specified 
by defining some set variables and events for the E-voting 
system. The specifications of the Event-B Machine, named 
EVotingMachine, and context, named EVotingContext, for 
the E-voting system are shown in Figure 4 and Figure 5, 
respectively. 

In EVotingMachine, the variables are:  voters: a set of eligible 
voters (voters ∈ ℙ(VOTERS)), candidates : a set of eligible 
candidates (candidates ∈ ℙ(CANDIDATES)), 
candidatevotes: a total function (candidatevotes ∈ 
candidates → ℕ) that maps every candidate from candidates 
to a natural number ℕ that represents his own count of votes), 
VoterCandidate: a partial function (VoterCandidate ∈ voters 
⇸ candidates)  that maps every voter with only one candidate 
at most). Indeed other variables may be defined as well 
depending on system requirements. VOTERS, CANDIDATES 
are defined types in the context EVotingContext. 

 
 
Figure 4: Event-B machine specification for E-voting System 
 

 
Figure 5: Event-B context specification for E-voting System 
 
In EVotingMachine, the events that may be specified are: 
registerVoter (that is to register a voter as an eligible voter for 
the election), registerCandidate (that is to register a 
candidate as an eligible candidate for the election), vote (to 
cast a voice for an eligible voter to an eligible candidate).  
 
Some of the invariants that may be specified are that a voter 
should cast a vote for only one candidate. This is specified in 
the invariant VoterCandidate ∈ voters ⇸ candidates that 
means that a voter could only vote for one candidate at most.  
  
Proof obligations are generated and proved in Rodin platform 
according to the Event-B specifications.  Indeed, this is a 
formal specification of a very simple E-voting system and a 
more complex system may be specified based on more 
complex requirements.  
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5.2. Validate the Specification Conformance to the 
Formal Language 

 
The formal specification, which has been entered in the 
editor, is then fed to the external platform Rodin to validate its 
conformance to the Event-B formal language. The validation 
output should be then returned to the editor to show it to the 
user.   
 
If the specification conforms to the formal language of 
Event-B, then the editor should recognize the Event-B 
language clauses, otherwise it should show the syntax errors 
and their locations. 

5.3. Verify the Correctness of the Specification 
 
The verification of the specification correctness takes place 
when the specification conforms to the Event-B formal 
language. The specification is then fed to the platform Rodin 
to verify its correctness against the specified correctness 
properties defined in the Event-B invariants. 
 

5.4. Show the output of the correctness verification 
 
The verification result of the specification correctness should 
be returned to show if the specification is correct or not 
against the correctness criteria. Accordingly, safety critical 
system managers should use this result for taking decisions in 
managing safety critical systems. 
 

6. CONCLUSION 
Safety critical systems use specific software, appropriate 
processes, standards, specification languages and verification 
techniques to ensure a certain level of performance and 
assurance. Reliability, availability, maintainability and safety 
(RAMS) are some of the most important criteria that should 
be considered in safety critical systems.  
 
We concentrate in this paper on the safety criterion, which 
has some factors that are:  correctness, security, 
responsiveness and testability. Several existing methods and 
techniques have been introduced for measuring, specifying 
and verifying the safety criterion of safety critical systems. 
Among those methods and techniques are the formal 
methods. These allow the design, modelling, verification, and 
maintenance of hardware and software systems. Formal 
methods introduce preciseness, remove ambiguity in 
specifications, and support the verification of requirements 
and design properties. For that, formal methods are used to 
model and verify safety critical systems such as: intelligent 
transport systems and medical systems.  
 
In this paper, we investigate the safety measurement in two 
specific domains, which are: transportation systems and 

business intelligent systems. We explore several case studies 
in these domains covering: the used specification language, 
the safety criterion to be measured, the verification technique 
used to verify the safety, the development level at which the 
system is verified, the automation level of verification and the 
tool used for the verification. These studied criteria are 
employed in our developed prototype for verifying the safety 
criteria of safety critical systems and supporting in their 
management. 
 
We have introduced a way to allow measuring safety criteria 
of safety critical systems in our developed prototype. We have 
introduced a general process model to specify and verify a 
safety critical system using our tool.  
 
We believe this would help safety critical system managers, 
modellers and developers in: correctly and precisely specify 
safety critical systems, measuring the safety criteria of safety 
critical systems and taking decisions in managing safety 
critical systems based on measurements. 
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