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ABSTRACT 

A smart image retrieval technique has been an increasing 
demand by the advancements in the field of computer networks 
and mobile computing. Generally, uploaded images have 
textual information associated with the owner’s tags. When an 
input image is given as a search query, its text content is 
processed to identify the semantics of the image, and the output 
will be based on the labels stored in it.  Traditional hashing 
techniques are most commonly used to provide high quality 
search results for labeled images. In this case, hashing codes 
are processed based on the semantic preserving information 
obtained from the features of input images using supervised 
learning methods. But the delivery of high quality pictures 
without human interaction, using automated annotation among 
very large scale image databases, is still a continuous research 
process. This paper focuses on comparing various methods for 
reducing the semantic gap between low-dimensional and high-
dimensional features. It also focuses on content based image 
retrieval technique (CBIR), with an unsupervised learning 
method using convolutional Neural Networks (CNN).  

Key words: CBIR, Visual hashing, unsupervised learning, 
Convolutional Neural Network, Deep Learning 
 
 
1. INTRODUCTION 
 
Image retrieval system [1] [2] is a process by which relevant 
images are searched and retrieved from a vast amount of data 
sets by feeding images as input queries. When the number of 
images [3] [4] [5] are increased, the complexity tends to 
increase. Conventional method of allowing people to give 
physical input in terms of catchphrases of pictures, in an 
enormous database, is time-consuming and might not catch 
each watchword that portrays the picture. These existing 
systems are categorized depending upon the features of images 
using low level (colors, grey scales, tint, etc.,) and middle level 
(area, contours, highlights, etc.,) qualities [6] [7].  In general, 
an image retrieval algorithm compares images according to 
descriptions from users’ query images [8] [9] followed by 

similarity metrics [10]. There has been tremendous growth in 
the domain of image retrieval systems [11] [12], and many 
frameworks have been proposed in last few years. One of the 
frameworks called Content Based Image Retrieval System 
(CBIR) [6] [13] [14], is used in visual contexts to search for 
similar images among large scale image databases like Flickr 
[15] [16], Youtube, Vimeo, Wiki [17], etc.   Another 
framework is based on region-based image retrieval system that 
utilizes region codebooks [18] for image retrieval.  

 
This paper is mainly focused on CBIR, one of the applications 
in computer vision strategies [19], to provide solution for the 
tedious process of searching digital pictures from an enormous 
database. "Content based" implies that a query does processing 
and analysis of original contents, semantic, and features of 
images, instead of metadata such as descriptions, tags [20], and 
keywords associated with pictures. Here, the indexed images 
depend on visual context, such as hue, shape-form, and texture. 

 

Constructiveness of CBIR system solely dependent on group of 
visual features selected [21] and also on feature of user’s 
cognizance. Semantic-aided visual hashing (SAVH) [6] [22] 
was used to enhance the semantics embedded in the 
corresponding texts along with the pictures. In the first step of 
transformation, both visual features and textual features of 
pictures are retrieved and then image pixels are transformed 
into mathematical vectors. In the next step, a text enhanced 
visual graph is built with a hyper graph map, and then latent 
semantic elements are identified with text information 
associated with it.  

The main problem with existing approaches lies in seeking a 
semantic gap among low level and high level concepts of social 
media images. The most important searching approach in CBIR 
based systems is semantic search, as humans can easily 
interpret images [23] [24] with visuals, but computer system 
may not correlate the images. As of now, no universally 
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acceptable algorithm has been developed for semantic image 
retrieval system [25]. 

The perspectives of human beings are more accurate when 
compared to computer systems for content based search of 
images [26]. Hence, continuous research work relative to the 
achievement of building real-time image retrieval systems is 
still under progress. Earlier, hashing techniques [27] were used 
for construction of a similar set of binary codes from image 
collections. With the help of hashing functions, mapping of 
high dimensional visual data to low dimensional hamming 
(binary) spaces can be performed.  

Later on, Supervised deep hashing technique [28] [29] 
incorporated binary hashing codes [30] from the annotated text 
of data in a large scale information retrieval [31]. The semantic 
text was based on attributes and relations among relevant text 
in the same cluster. The outcome of this became more effective 
and efficient in terms of performance and accuracy. But this 
approach was purely based on supervised methods. 

Artificial Neural Network (ANN) was introduced to calculate 
the Hamming distances between binary vectors. Compared 
with locality sensitive hashing (LSH) [32], learning binary 
codes have become more efficient for mapping similar images. 
This system did not use training data, and thereby higher 
accuracy was achieved. But this was suitable only for small 
scale datasets under supervised learning [29]. Deep 
convolutional neural network (CNN) [28] [32] was introduced 
to overcome these issues. Rich middlelevel labels are used for 
image classification object detection and semantic 
segmentation. Usually, a huge dataset like ImageNet [34] [35] 
is used by deep CNN architecture [33]. Here, pre-trained data 
[2] has been transferred and fine-tuned to achieve better output 
together with improvement in its efficiency. However, scalable 
deep hashing [36] has been adapted for large-scale data 
learning and retrieval process.  

This paper is organized in a way that Section 2 describes 
various image retrieval methods; Section 3 compares methods 
and algorithms associated with image retrieval process, and 
section 4 lists out various performance evaluation criteria. The 
main motivation behind this survey is discussed in section 5. 

2. BENCHMARK IN IMAGE RETRIEVAL METHODS 

Image retrieval system can be implemented in many different 
ways. The following sections deal with the most commonly 
used approaches for retrieval process. 

2.1 Hashing and Ranking Based Models 

Hashing models are generally used in machine learning, 
computer vision, and image retrieval systems, for retrieval of 

appropriate images from relevant data sets. Hashing enables 
mapping of high-level image features into compact low-level 
binary codes. To bridge the semantic gap, deep semantic 
hashing was used for a better understanding of binary 
representations of the images [30], and also semantic 
information was collected in parallel. The main benefit of this 
system lies in its reduction of computational cost. There were 
two ideas behind this model: data-dependent and data-
independent. A similarity matrix for attaining semantic 
similarities between two sets of images was constructed with 
their corresponding coordinates. The next level was a feature 
representation between images and hash functions. Another 
modification to this approach was a deep semantic ranking 
based method [37] for preserving multilevel similarities 
between single and multi-labeled images [38] [39]. 

Yet another method, namely Locality sensitive hashing (LSH) 
[7], produced hash functions based on the similarity group of 
the same context with high probability. Generally, Euclidean 
distance [40] is used for finding feature-level similarities when 
the distance is small, the similarity of images will be high in 
this case. From this, top ranked images [41] are clustered 
together.  

This process involves determination of semantic relevance [42] 
between targeted images and query images [43] [44]. Once it 
becomes zero, the targeted image is neglected and the process 
is repeated. A set of candidate images are obtained at the end of 
semantic relevance checking. Generally, Oxford and Holidays 
[40] datasets are used for comparison purposes. However, a 
large sparse matrix is required by these algorithms to 
coordinate similarity between data points of the training 
dataset. 

2.2 Relevance Feedback  
 
The basic idea behind relevant feedback [45] [46] is fetching 
counterpart examples from users for enhancing the 
performance of the system. Images can be retrieved based on 
user’s feedback [42]. The Query result obtained by the users is 
not the optimum one in most cases. Generally, user’s seeks 
better results. So, relevance is modified based on user’s 
interest. The retrieved results are stored in the database for 
further querying. A different table is kept for recognition of an 
arrangement of importance indicated by client’s question to 
store the feedback. As soon as it satisfies client’s interests, the 
resultant set is fed as input for the next level of iterations. This 
process continues for further queries. 
 
No pre-defined algorithm is used for this purpose due to vast 
variations in user's taste and culture. Top ranked queries [42] 
are stored at the first level for faster access to images. Weights 
are assigned based on the priority of results and then adjusted 
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based on the relevance feedback. Notable algorithms 
implemented in the relevance feedback are, Gaussian 
Estimator, genetic algorithm, BM25 algorithm, Bayesian 
feedback algorithm, images algorithm, Kohonen's learning 
vector quantization (LVQ) calculation, and tree organized self-
sorting out guide (TS-SOM). 

 
For improving performance of content based medical image 
retrieval system, Rajalakshmi et al, [47], incorporated a 
relevance feedback procedure using diverse density algorithm. 
The appropriate texture features have been extracted based on 
intensity of histogram and run-length features while retrieving 
brain tumor images. The drawback behind this system is that 
time complexity is more as it is purely based on a supervised 
model. 
 
2.3 Social Re-Ranking 
 
The boon of Internet has triggered an increase in number of 
users on social media. At the same time, they tend to share a 
huge number of images on social sites. Websites such as Flickr 
[16] enable clients in appending labels to the pictures, which 
provides an enhancement to the website or webpage picture 
recovery [5]. Tag-based picture seek is a significant technique 
for identification of images given by social clients in social-
networking websites. 
 
Primary point is to re-rank pictures by their visual words with 
semantic data obtained from social information. The underlying 
outcomes incorporate pictures conveyed by various social 
clients. Generally, every client contributes few pictures. To 
begin with, these pictures between clients are dealt with by re-
positioning. Users having higher contributions are given higher 
query rank. At that point, intra-client positioning has been 
performed on the client's picture set positioned and the most 
applicable picture from every client's picture set alone is 
chosen. These extracted pictures intertwine with the end 
outcome. A rearranged list structure dependent on the social 
image dataset has been developed for accelerating the 
searching procedure. Test results on Flickr [16] dataset 
demonstrate viability and proficiency of social re-ranking 
technique. These methods can be adapted only for small 
datasets since the speed will be reduced for large scale datasets. 
 
2.4 Supervised and Unsupervised Learning  

To categorize and classify digital images, supervised learning 
[7] is commonly used. It is mainly dependent on labeled 
datasets. When there is a huge amount of images, it becomes 
difficult to manage labeling processes and also in some cases 
there will be no pre-labeled information. So images need to be 
classified based on weak semantic correlation, moreover, 
images within the same classification have to be assigned to 

relevant midlevel class. Partially labeled pictures are grouped 
and assigned to the corresponding midlevel classes on the 
metrics of visual semantics [6]. Thus, newly annotated pictures 
are taken for learning purposes and this process is continuously 
repeated until convergence has been achieved. Supervised 
learning methods may not be suitable for large datasets due to 
space complexity. 
 
The key idea behind unsupervised CBIR [6] [14] is extracting 
semantics automatically from noisy associated text and 
facilitates performance of visual hashing [6]. Hash code 
learning is framed from a unified unsupervised framework. 
These hash codes are obtained by preserving visual similarities 
between images simultaneously [27] from the assistance of 
relevant text. The foremost assistance models having high 
order semantic relations construct topic hypergraph, the second 
one correlates images and then latent shared elements are 
fetched from collective matrix factorization. Hence, 
unsupervised is preferred for a huge amount of dataset for fast 
retrieval. 

2.5. Deep Convolutional Neural Networks  

Convolutional neural networks (CNN) [28] are based on ANN 
and used to enable categorization and clustering of images by 
their similarities and also to perform object recognition within 
similar images. Query image is converted into grayscale, 
resized, and then evaluated using trained models. The region of 
query images is classified based on corresponding labels. These 
particulars are further used for matching with annotated 
indices. 

As of now, CNN can be applied directly to text analytics and 
image data analytics with graph convolutional networks [48]. 
They have been implemented in the form of drones, security 
mechanics, medical diagnoses, self-driving cars, robotics, and 
treatments for visually impaired. One of the substances of CNN 
named Deep learning [49] has become a great potential model 
for extraction of the features in various domains [50] that 
include image classification, object detection, and face 
recognition. Most commonly used deep learning algorithms 
[51] are deep filter pairing neural network (FPNN) and deep 
metric learning (DML).  
 
An advanced method for image retrieval is focused on fused 
deep neural network [52]. It closes semantic gap between low-
dimensional and high-dimensional features with the help of  
Lenet-L, AlexNet, and LeNet-5[53].  Accuracy of the output is 
more compared with traditional retrieval methods. Deep neural 
network [54] is categorized into three different architectures 
namely; deep architecture generation, identification of 
architecture, and mixed deep architecture. CNN is the best case 
for the identification of architecture. It learns different image 



           R.Sathya  et al., International Journal of Advanced Trends in Computer Science and  Engineering, 9(5),  September - October  2020, 7387 –  7396 

7390 
 

features from different classes. CNN has three layers; 
convolution layer, pooling layer, and fully connected layer 
[55]. It is a subcategory of deep neural network, where the 
network is configured with weights and sigmoidal functions as 
the activation functions.  The main purpose of pooling layer is 
to give a spatial resolution of input images in addition to reduce 
computational complexity. Fig-1 shows image retrieval steps 
through different layers. 

 

Figure 1: Images passed into hidden layers 
 

CNN is used to encode strong invariance and capture the 
semantics present in the images because it contains multiple 
convolutional layers. To provide high-precision embedded 
images, a deep convolutional neural network is incorporated 
with different levels of invariance at various scales.  
 
A fully unsupervised retraining model [6] exploits geometrical 
structure of data and enhances the performance of deep CNN. 
Further, a CNN pre-trained model is used to produce low 
dimensional image representations, and improves memory 
requirements which further enhance retrieval performance. 
Feature representations have been extracted from activation 
functions of last convolutional layers using max pooling 
operations. Weights of fully convolutional CNN [36] models 
are optimized for the given dataset. This is achieved by 
minimizing Euclidean distance between images and its “n” 
nearest representations. Deep CNNs [40] have become the 
most successful Deep Learning architectures for visual 
information analysis. 

CNN comprises of several convolutional layers along with sub 
sampling having non-linear neural activation functions. It is 
then followed by fully connected layers. Input images are fed 
into neural network as a collection of 3D tensor data where 
height and weight are similar in dimension to the picture and 
depth which are equal to number of colored channels (RGB 
images). 3D filters along with convolutional functions are 
applied in each layers and output is transferred to neurons of 

next layer for non-linear transformation with relevant 
activation functions. Multiple convolution layers and sub 
sampling process have been performed. The structure of deep 
architecture normally changes into fully connected layers and 
also as a single dimensional signal.  

The primary approach is to incorporate a deep CNN system to 
extract feature representations from a pre-trained model by 
sending images to the input layer and brining out activation 
function values either from fully connected layers [51] to 
capture high level semantic information or through 
convolutional layers utilizing spatial information, using either 
sum pooling [28] or max-pooling [40] techniques. Recent 
research focuses on model retraining approaches and a 
combination of CNN descriptors. 

3. COMPARISON OF VARIOUS IMAGE RETRIEVAL 
METHODS 
 
As discussed, the learning methods based on hashing have the 
drawback of less-feature ability, high dimensional feature, and 
low precision of images. So, a deep convolutional neural 
network [56] [57] [80] [81] is used for overcoming the flaws 
and for training the images with the high-dimensional features. 
These visual features are given as input for the hidden layers of 
the network where hash functions are executed. The output of 
these hash functions must be error-free and should reduce 
classification errors.  

Hash codes generated are taken as the output from the hash 
layer and converted into hamming spaces. Profound 
convolutional highlights obtained are viable for visual 
undertakings, like, scene grouping, space adjustment, and fine-
grained acknowledgment. The limits of profound portrayals are 
explored in [58], where middle-level portrayals [43] of a 
prepared CNN are exchanged and two adjustment layers are 
appended to the highest point of profound highlights for taking 
in another assignment. It describes the possibility of 
accomplishment of exchange learning with just the constrained 
measure of preparing information. This is not like in [58], 
where the adjustment is just activated in extra layers for 
arrangement, but it tweaks the whole system for area particular 
undertakings of protest discovery and division using region 
based Convolutional Network (R-CNN) [36].  

A comparative study of various methods of the content-based 
image retrieval system is illustrated in Table-1. The different 
algorithms with its working principles are also discussed. 
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Table 1 : Comparison of various image retrieval methods 
  

Method Approach/Algorithm Discussion 

Analysis of CNN for image classification 
[59]  

CIFAR-100 dataset. 
Comparisons with three 
datasets, AlexNet, Google 
LeNet & ResNet 

It is based on Machine intelligence for real-time 
object categorization problems. But the 
hardware requirements may not get integrate for 
trained desktop works 

Uses visual words for Speeding up robust 
features (SURF) and incorporates fast 
retina keypoint (FREAK) feature 
descriptor [60] 

SURF–FREAK, combination 
of both descriptors to resolve 
the issues 

Performance of this system can be enhanced 
through the addition of  spatial information 
factors 

CBIR depend upon weighted average 
calculated over triangular histograms 
using SVM [61] 

Based on SVM classification Not suitable for very large datasets 

Image retrieval system depends upon 
rectangular spatial histograms of visual 
word [62] 

Weighted average of 
triangular histograms 
(WATH) of visual words 

Mitigates with  problem of  overfitting, but 
storage is large as all the histograms of visual 
words are stored 

Connected Components Objects Features 
For CBIR [63] 

An algorithm with the region 
of interest for image retrieval 
and also for extraction of 
texture feature using Gray 
Level Co-occurrence Matrix 

Results in highest Average Precision with 78% 
accuracy. But shape features are not classified. 

Search for E-Commerce  based on Deep 
Learning techniques [64] [86] and large 
Scale Visual Recommendation and 
 

Street2Shop dataset 
A visual recommendation engine is a complex 
system in the world of e-commerce for any e-
retailer. 

Neuron Importance Score Propagation 
[58] 

Local response normalization 
(LRN) 

Retrieved from several datasets with multiple 
CNN models and a significant acceleration are 
achieved by compressed images with negligible 
accuracy loss. 

Joint  Ranking and Regression for Image 
Enhancement [65] KNN approach 

Quantitative experiments produce a low RMSE 
with the comparison of the MIT-Adobe data of 
ground-truth parameters 

Based on Multi-modal [84] and multi task 
feature extraction  framework [66] 

Large Margin Multi-modal 
Multi-task Feature Extraction 
for Image Classification is 
adopted for handling multi-
modal feature extraction 

Appropriate for regulated element 
determination. Not Suitable for unsupervised 
hashing 

Maximum of Multiple Queries & 
Average of Multiple Queries [67] 

Edge histogram descriptor, 
Local binary patterns, 
Texture directionality 
histogram 

Suitable for Single group multi queries, Avg – 
MQ method & EHD feature extraction 
algorithm produces better results. Not suitable 
for a  large query set 

Unsupervised Visual Hashing [6] 

To outline high-dimensional 
similarity images into paired 
codes of low dimensional 
Hamming spaces 

Suitable for fast query response and low storage 
consumption. Semantic visual hashing (SAVH) 
is not suitable for a large data set 

Bag-of-visual-words approach. Early and 
late fusion strategies [68] Root SIFT feature descriptor 

Suitable for object image dataset with a single 
object per image. It provides better performance 
than the single query approach. The drawback is 
that it is suitable only for single semantic 
images. 

Deep Convolutional Neural Networks [7]  

Administered semantics-
protecting profound hashing 
(SSDH), develops hash 
works as an idle layer in a 
profound system 

Appropriate for picture recovery and 
characterization for a solitary model in a basic 
and simple manner. It is normally versatile to 
vast scale sought. Not appropriate for 
unsupervised display 
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Query replacement method [69] Color and Edge directivity 
descriptor 

Utilizing a modest number of question pictures, 
the high recovery accuracy rate is achieved, yet 
a high calculation cost amid the run time. 

Multi-feature image retrieval method [56] 

Content features extraction 
are more reliable compared 
to existing algorithms, like 
DBN, generates huge data set 
to learn features 

It works for classification for efficient content 
extraction. Can be extended for real-time data 
extraction  

Image classification using CNN [70] 

ILSVRC-2012  and 
ILSVRC-2010 dataset is 
used 

For ILSVRC-2010, error rate is 37.50% top 1 
and 17.00% top 5. For ILSVRC-201215, error 
rate  is 3% top 5  

Content-based image retrieval using CNN 
[71] 

Paris 6k, INRIA Holidays, 
UK Bench Oxford 5k 
 

Improved query results for supervised learning. 
Need to improve the performance with an 
unsupervised method 

Generating descriptions of image regions 
[72] 

MSCOCO, Flickr8K and 
Flickr30K  
 

Appreciable  results found for supervised 
learning methods 

ConvNets, DeepID [73] 
Face verification using LFW 
(Labeled Face in the Wild)   97.45% accuracy for the retrieved images. 

Should be generalized for all kinds of images 

Deep collaborative embedding  [74] NUS-WIDE 
And MIRFlickr for Social 
image understanding 

Performance of CBIR is 0.512 on MIRFlickr 
and 0.632 on NUSWID with k = 1000 

 
4. PERFORMANCE EVALUATION CRITERIA 
 
Unsupervised CBIR has been expanded in many different ways 
and directions due to the volume of uploaded images being 
cumbersome. This paper discussed the key contributions and 
techniques used in image retrieval and annotation of images. 
Some of the primary challenges for adoption of image retrieval 
systems are reduction in memory consumptions, avoiding 
duplications [75], and removal of noise. Annotation of the 
images mainly depends on the perspective, culture, location, 
and taste of the users. Enormous training has helped machines 
for learning, understanding, indexing, and annotation of 
images, over the past decades. 
 
An intelligent system can be used in the manipulation of 
images like human beings. At present, automated annotation 
[76] [77] [83] tools like Google Scholar’s Search tools are 
playing a vital role. Text-based search engines, GoogleTM, 
Yahoo!r, and Bing have been a success, but retrieval of exact 
images based on the user's requirements is still a difficult task. 
Search content of query images may be entirely different from 
the output of traditional image retrieval systems [74]. Research 
is still in progress, to overcome the issue of combing visual and 
printed information units into a typical space with their 
corresponding semantic similarities. 
 
Another major issue is the location of images. Images can be 
stored with the exact location from which query photo was 
taken. Of late, the location can be easily achieved with the help 

of digital cameras, smart mobiles, and satellite images. This 
helps to figure out robot navigation, mobile landmark 
recognition, and real-time camera pose tracking. Direct 
matching methods provide a better localization performance 
compared with retrieval methods [78] [82], but lead to more 
memory space. So, inverted files and geometry feature 
descriptions are used. In this case, the volume of storage space 
is smaller.  
 
In some of the critical applications like multi-camera tracking 
[79] [85] and forensic search, a deep ranking algorithm is used. 
It reduces the cost of disorders from the gallery set like VIPeR, 
CUHR-01, and CAUIAR4REID [38] [42]. It helps to build the 
relationship between the input image pair and their semantic 
scores with the help of joint representations. Various 
performance evaluation criteria are used for CBIR systems. 
Some of the commonly used evaluation criteria for 
performance calculation have been listed below. 
 

4.1 Precision and Recall: 

The most commonly used performance evaluation criteria for 
CBIR research are Precision (P) and recall (R). Precision (P) is 
always expressed by the ratio of relevant images obtained from 
the total number of images retrieved (NTR): 
 

ܲ =
݌ݐ
்ܰோ

= 	
݌ݐ

+݌ݐ  ݌݂
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Here, tp is the relevant images retrieved and fp is false positive, 
meant that the images misclassified as relevant images. 
 
Recall (R) is defined as the ratio of relevant images extracted 
from the number of relevant images reposted in the database 
 

ܴ =
݌ݐ
ܰோூ

= 	
݌ݐ

+݌ݐ ݂݊ 

 
Here, tp and NRI are the relevant images retrieved and number 
of relevant images from the corresponding databases 
respectively. NRI is retrieved from tp + fn, where fn is false 
negative, meaning that the images that belong to the relevant 
class but misclassified as they belong to some other classes. 
 
4.2. Average Precision:  

 
Considering single query k, Average precision (AP) is 
commonly measured after getting mean over precision values 
of each relevant images: 
 

ܲܣ = 	
	∑ (ܲ(݇)ܺ	ܴ(݇)ேೃ಺

௞ୀଵ )
ܰோூ

 

4.3. Mean Average Precision:  

Mean average precision (MAP) for a set of queries S is equal to 
the mean of Average Precision values for each query (q). It is 
represented by 

ܲܣܯ = 	
∑ ௌ(ݍ)ܲܣ
௤ୀଵ

ܵ  

Here, S is the number of queries. 
 
5. DISCUSSION 
 

In recent years, a lot of research work is being done in the 
domain of automated vehicles and highway transport systems.  
The main objective is to make driving safe and accident-free. 
Vehicles usually lose balance if they face larger potholes or 
humps. While the motorists slow down the acceleration speed 
for avoiding the effect of a pothole, there may be enormous 
chances of collisions and accidents [87] with vehicles 
following them. The highest priority to get the solutions to 
avoid these dangerous situations has to be done.  

This survey paper aims to propose a novel pothole detection 
and avoidance mechanism, to assist drivers by indicating 
humps and potholes over the roads and distributing prior 
warning messages. The proposed idea is to develop an 
automatic pothole detection method using deep convolutional 

neural networks, which is focused on detecting potholes and 
communicating information to the nearby vehicles. By sharing 
information, the probability of possible accidents or collisions 
can be reduced.  

These perspectives may be extended further for designing 
vehicles that are capable of reducing acceleration speed 
automatically whenever they detect the humps or speed 
breakers and any other irregularities on the roads. The 
following approaches may be incorporated. 

1. The speed of the vehicles can be controlled or reduced 
automatically based on sensor values. 

2. Balanced Speed control of other vehicles can be done if the 
details are shared via Google maps. 

6. CONCLUSION 

A detailed survey of the research related to CBIR with 
automated annotations has been presented. With the vast 
development, unsolved problem of semantic relevance can be a 
solution with the help of deep convolutional neural networks 
and deep hashing techniques. 
 
Deep learning has become the most acceptable method for 
solving the memory utilization of visual codes. The reduction 
of semantic gap in CBIR for the long scale image sets is 
described. In particular, the frameworks which are relevant to 
deep learning along with their applications in coordination with 
CBIR were discussed. The motivation behind automated 
pothole detection mechanism has been proposed based on deep 
convolutional neural network. 
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