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ABSTRACT 
 
This paper proposed a simple neural network approach 
towards handwritten digit recognition using convolution. 
With machine learning algorithms like KNN,SVM/SOM, 
recognizing digits is considered as one of the unsolvable tasks 
due to its distinctiveness in the style of writing. In this paper, 
Convolution Neural Networks are implemented with an 
MNIST dataset of 70000 digits with 250 distinct forms of 
writings. The proposed method achieved 98.51% accuracy for 
real-world handwritten digit prediction with less than 0.1 % 
loss on training with 60000 digits while 10000 under 
validation. 
 
Key words: Convolution neural networks, MNIST dataset, 
TensorFlow, OCR, Segmentation, Cross-Validation 
 
1. INTRODUCTION 
 
Advancements in the field of computer vision using deep 
neural networks attract attention; thus, many A.I. 
practitioners are moving towards it.[1] One of the influencing 
projects that opted for deep learning is OCR (Object 
Character Recognition). OCR is a mechanism that converts 
printed or documented letters into encoded text. Intuitively 
OCR tool scans a document to extract the information and 
store it in a digital document. There are two major ways of 
implementing OCR, one by recognizing the patterns in the 
characters, and the other one is through segmentation.[1][10] 
Either way, this problem comes under the radar of machine 
learning. Handwritten digit recognition (HDR) is a snippet of 

 
 

OCR where instead of taking the whole character's data, HDR 
detects digits. Comparing to OCR, HDR is light and faster. In 
fields like medical, banking, student management, and 
taxation process, HDR possesses great flexibility.[3] 
 
A human brain can easily interpret a sophisticated image and 
can extract data from it, but for a computer, image is a 
collection of pixels which are nothing but a list of 
combinations of numbers ranging from 0 to 255, blends being 
RGB, B.W., greyscale, etc. Information in an image can be 
extracted from the pixel values. A human eye contains 
light-sensitive cells that can segment the image into partitions 
which help to interpret the information like shape, size, and 
color which are called features, these features are later sent to 
the visual cortex that analyses the characteristics and maps it 
to our memory for identification. Thus our brain is capable of 
identifying an unseen image. 
 
Neural Networks are a branch of machine learning inspired 
by the human brain. It adapts layered architecture where the 
layers represent mathematical functions, and each neutron is 
a carrier of weights. Layers that lie between input and output 
layers are called hidden layers, which can be changed based 
on the task. For image classification CNN (Convolution 
Neural Networks) performs better, and for speech 
recognition, Long short-term memory network delivers 
better.[4] Intuitively convolution is a process of applying 
various filters on images to highlight the details in it. Each 
binary classifier called perceptron, many perceptron mapping 
from each neuron to every other neuron of forwarding layers 
together forms a neural network.[2] Consider an input 
greyscale image of size 28x28, and the input layer consists of 
784 neurons, each with a value of grey level corresponding to 
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the pixels, and the weight carried by that neuron is called 
activation. The last layer, aka the output layer, contains 
neurons equal to the number of target classes; in case of the 
handwritten digit, recognition number of categories are ten 
ranging from 0 to 9 with probability values.[3][4] The number 
of input neurons and output neurons depends on the task, but 
the hidden layers are arbitrary and are not dependent on the 
task. That's why they are hidden layers, but the propagations 
between the hidden layers depend on the activation of the 
previous layers.[11] [12] Intuitively, the pattern of activations 
in the presentation layer causes some specific patterns in the 
next layer; thus, the highest activation neuron is the network's 
choice of class. In this paper, we are implementing 
convolution neural network architecture with relu and 
sigmoid activation functions to predict a real-world 
handwritten digit by training the network with the MNIST 
dataset.[10] 
  
2. RELATED WORK 
 
Many techniques have been developed to recognize 
handwritten digits; most of the A.I. practitioners use this to 
test their model's performance. In the past decades, a 
segmentation-based approach was used to solve this problem 
later with the advancements in machine learning a 
segmentation less approach was introduced. Even though the 
implementation changes, the issue still remains the same and 
open for anyone to solve. 
Bailing Zhang [5] utilizes the ASSOM technique to provide 
numerical stability that can predict precise digits. Their main 
idea was to use the SOM clustering algorithm with 
autoencoder neural networks in a nonlinear approach. The 
modularity of SOM helped in extracting several features in a 
digit. For each digit, individual ASSOM was constructed and 
compared with ten several construction-related errors to 
minimize the misclassification. Their model shows promising 
results, even with small training samples. 

 
Saleh Aly [3] proposed a technique for handwritten numerical 
strings of arbitrary length recognition using SVM and PCA, 
addressing the major challenge in word detection, which is 
overlapping characters. Their method uses hybrid PCA called 
PCANet for segmentation and SVM for segmentation 
classification together called PCA-SVMNet. Their 
experiment shows high efficiency in recognizing unknown 
handwritten number classification without any segmentation 
method applied [15] 

 
Yue Yin; Wei Zhang [1] have concluded that out of all neural 
network implementations CNN method is valid for OCR 
based image classification systems. They claimed that OCR 
had become a preliminary technique in the field of computer 
vision; they state that if an image classification model 
performs well in OCR, then it can be used for any image 
classification systems. 

Mahmoud M. Abu Ghosh [8] compared CNN, DNN, DBN 
approaches to determine which neural network is useful in the 
field of computer vision, specifically in image classification 
like OCR. Their analysis claims that DNN's(Deep Belief 
Network) accuracy beats other neural networks with 98.08% 
accuracy but falls behind CNN in terms of execution time. 
they concluded that any algorithm would only have 1 or 2 
percent error rate towards the similarity of digits [13] [14] 

 
A.K. Jain [9] have presented an approximation based KNN 
classification algorithm for handprinted digit recognition. He 
performed matching on two character's deforming edges and 
dissimilarities. Their proposed work is on patterns in 
low-dimensional space where the scaling is 2000 times lesser 
results 99.25% accuracy. 

 
R.Alhajj [10] has applied a completely new approach called 
the agent-oriented approach. In a sentence, they appoint 
agents to each character where their only purpose is to 
identify hills and valleys, which are nothing but blacks and 
whites. The ability of agents to socialize with each other is 
highlighting features compared with any other image 
classification techniques. Overlapping digits are identified 
based on the cut-points, which is nothing but the intersection 
of agent paths. The results of their methods are surprisingly 
higher when compared to many other ANN-based approaches 
at about 97% accuracy. 
 
3.  METHODOLOGY 
 
In this paper, we used MNIST as a primary dataset to train the 
model, and it consists of 70,000 handwritten raster images 
from 250 different sources out of which 60,000 are used for 
training, and the rest are used for training validation. MNIST 
data is represented in the IDX file format and are look like in 
figure 1. Our proposed method mainly separated into stages, 
as shown in Figure 2, pre-processing, Data Encoding, Model 
Construction, Training & Validation, Model Evaluation & 
Prediction. Since the loading dataset is necessary for any 
process, all the steps come after it. 
 

 
Figure 1: Sample MNIST data 
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3.1 Pre-Processing 

After loading the data, we separated the data into X and y 
where X is the image, and y is the label corresponding to X. 
As shown in figure 3, the first layer/input layer for our model 
is convolution. Convolution takes each pixel as a neuron, so 
we need to reshape the images such that each pixel value is in 
its own space, thus converting a 28x28 matrix of greyscale 
values into 28x28x1 tensor. With the right dimensions for all 
the images, we can split the images into train and test for 
further steps [19][20][21]. 

 
Figure 2: Flowchart 

 
3.2 Data Encoding 

This is an optional step since we are using the 
cross-categorical entropy as loss function; we have to specify 
the network that the given labels are categorical in nature. 
 
3.3 Model Construction 
After data encoding, the images and labels are ready to be 
fitted into our model [22] [23]. Summary of the model can be 
seen in Figure 4 

 

Figure 3: Proposed model 

Our model is composed of feature extraction with convolution 
and binary classification. Convolution and max-pooling are 
carried out to extract the features in the image, and a 32 3x3 
convolution filters are applied to a 28x28 image followed by a 
max-pooling layer of 2x2 pooling size followed by another 
convolution layer with 64 3x3 filters. In the end, we obtain 
7x7 images to flatten. Flatten layer will flatten the 7x7 images 
into a series of 128 values that will be mapped to a dense layer 
of 128 neurons that are connected to the categorical output 
layer of 10 neurons. 

 

Figure 4: Model Summary 
 
3.4 Training & Validation 
 
After building the model [24], we compiled a model with 
adam optimizer and particular cross-entropy loss function, 
which are standard in making a convolution neural network. 
Once the model is successfully assembled, then we can train 
the model with training data for 100 iterations, but as the 
number of iteration increases, there is a chance for overfitting. 
Therefore we limit the training up to 98% accuracy, as we are 
using real-world data for prediction, test data was used to 
validate the model [16]. 
 
3.5 Model Evaluation & Prediction 
 
For real-world image classification prediction, we need to do 
a little image pre-processing on the real-world images as 
model training was done with greyscale raster images. The 
steps of image pre-processing are, 

1. Loading image 
2. Convert the image to greyscale 
3. Resize the image to 28x28 
4. Converting the image into a matrix form 
5. Reshape the matrix into 28x28x1 

After pre-processing, we predict the label of the image by 
passing the pre-processed image through the neural network. 
The output we get is a list of 10 activation values 0 to 9, 
respectively. The position having the highest value is the 
predicted label for the image [18]. 

4. RESULTS AND DISCUSSION 
 

Our model is built to work on real-world data, and real-world 
images are not even close to MNIST raster images, a lot of 
pre-processing was done to make a real image to look like a 
raster image. 
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4.1 Accuracy score 

Our model stopped training at the 2nd epoch as it reached 
98.21% training accuracy and 98.51% validation accuracy 
with 5% training loss and 4% validation loss. The progression 
of accuracy and loss are represented in Figure 5. 

 

Figure 5: Loss and Accuracy Learning Curves 

From the above curve, we can observe that the loss and 
accuracy are cooperatively changed at every fold during 
k-fold cross-validation. Before two folds, efficiency almost 
reached 98%, and that's why the number of iterations stopped 
at the 2nd epoch. Stability inaccuracy score can be observed 
from 2nd iteration. 

4.2 Prediction 

Our model is able to recognize computer-generated digits as 
well as handwritten digits. Computer-generated digit 
prediction is more accurate compared to real-world digit 
prediction, which can be observed in Figure 6. 

 Figure 6: Raster vs. Real image prediction 
 
 

5. CONCLUSION 
 
The performance of CNN for handwritten recognition 
performed significantly. The proposed method obtained 98% 
accuracy and is able to identify real-world images as well; the 
loss percentage in both training and evaluation is less than 
0.1, which is negligible. The only challenging part is the 
noise present in the real-world image, which needs to look 
after. The learning rate of the model is much dependent on the 
number of dense neurons and the cross-validation measure 
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