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ABSTRACT 
 
The Internet has become a fundamental necessity of daily 
activity. It has a more significant impact on modernizing the 
digital world. Therefore, cloud computing has been one of the 
most promising technological advances in recent days. It aims 
to provide millions of consumers around the globe with 
smooth computing services. In workload distributions and 
system behavior, the cloud environment is extremely 
dynamic, leading to load imbalances across data center 
resources. Balancing load across the systems is a crucial 
component of cloud computing, avoiding some nodes' 
overloading while others have little or no work to do. The 
problem of load balancing in the cloud has been linked to a 
large amount of research, recognizing its role and impact. 
This paper bestows a thorough investigation of the new load 
balancing algorithms for the cloud environment. This study's 
primary focus is the concept of load balancing, a literature 
review on load balancing and task scheduling techniques, and 
different measurement parameters. 
 
Key words: Cloud Computing, Cloudsim, Load Balancing, 
Resource Scheduling, Task Scheduling, Virtual Machine. 
 
1. INTRODUCTION 
 
In recent times, cloud computing got a swing. It came up with 
a pliable and effortless way of keeping and retrieving data and 
files as part of its services. In particular, to make massive 
amounts of data and files available to an increasing number of 
users worldwide, cloud computing offers a flexible way of 
retaining information and files, including web services, 
distributed computing, and virtualization [1]. It also has 
many components, including clients and distributed servers. 
Cloud computing aims to provide the utmost services at any 
time with minimum costs. Today, over a hundred million 
systems have access to the Internet. The request and response 
mechanism of such systems should be without any delay then. 
The cloud environment's primary goals are to bring down the 

 
 

costs, boost up the response time, and improve performance. 
Thus, the cloud is also named as the pool of services [1], [2].  
The three categories of services provided by the cloud are 
Software as a Service (SaaS), Infrastructure as a Service 
(IaaS), and Platform as a Service (PaaS). Resources that are 
virtualized, such as on-demand storage, are suggested by 
IaaS. PaaS gives a higher abstraction level for the user to 
make it seamlessly programmable. It provides a platform for 
its users to create different applications, and they do not need 
to know the processor requirements for the application. In 
SaaS, through the Internet, a user has the authorization of any 
software. This type supplies a user with the applications and 
frees a user from the software maintenance burden [6]. The 
ceremonial definition of cloud computing by the National 
Institute of Standards and Technology (NIST) identifies four 
types of cloud deployment models: public, hybrid, 
community, and private clouds [3]. 

A cloud model is useful if its resources are used in the most 
feasible way and accomplished through the use and 
maintenance of sound cloud resource management. 
Management of resources is achieved through robust resource 
planning, assignment, and vital resource scalability 
techniques. Virtualization is the prime technology and 
concept behind cloud computing that enables various tasks to 
be carried out simultaneously via a shared hardware platform 
[4]. It offers the user a notion of working in an enclosed 
environment because the jobs do not engage with each other 
and only have access to their own data. The Virtual Machines 
(VM) provides the services to customers using a virtualization 
mechanism that uses an object known as a hypervisor [5]. 
Virtualization offers the opportunities for immediate and as & 
when required setup of physical machines to perform various 
tasks, thus avoiding waste resources [4], [7].  Although 
virtualization attempts to balance the entire system's load 
dynamically [8], there is always a likelihood of either 
excessive or low use of resources. Overloaded systems result 
in performance deterioration, while underloaded systems 
show low resource usage. Due to unsuitable allocation of the 
load, additional heat will be produced by the heavily loaded 
servers, which, in turn, raise the price of the cooling system 
and increase the considerable CO2 emissions, which 
contribute to the greenhouse effect [7], [9]. Therefore, it is 
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essential to impart the correct number of resources 
dynamically to applications running on virtual servers to 
fulfil the Quality of service (QoS) requirements and balance 
the overall system load. Among all the primary challenges in 
cloud environment, load balancing is above all. It is a 
technique that places dynamic tasks equally among all cloud 
nodes to keep away from a state where specific machines are 
overloaded. In contrast, others are inactive or doing 
significantly less work [10]. It helps attain shorter response 
time, high performance, enhanced fault tolerance, scalability, 
better service quality, less heating, optimal power 
consumption, lowered CO2 emissions, and reduced costs 
through efficient use of resources. 
In clouds, load balancing (LB) may be between physical hosts 
or VMs. The dynamic workload is distributed evenly between 
all nodes by this balancing mechanism. Cloud load balancing 
is also called to as load balancing as a service. Two variants of 
algorithms for load balancing are: static and dynamic. Static 
LBA are often suitable for homogeneous systems in stable 
environments. Nevertheless, they are generally not pliable 
and can’t match run time changes to attributes at the time of 
the execution time [11], [12]. In both heterogeneous and 
homogeneous circumstances, dynamic-based balancing 
algorithms are more resilient and practical. However, the 
distribution attributes are becoming more dynamic and 
complex. Consequently, more than a few of these algorithms 
could not be much efficient and cause more overhead than 
expected, begetting the total deterioration of service 
performance [11]. 
A survey of the algorithms and already existing techniques for 
cloud computing load balancing are presented in this paper. 
We review their characteristics and parameters that authors 
considered, and give a comparative view of the current 
mechanisms for load balancing. The remainder of this paper 
is structured as follows: Section 2 Discusses earlier surveys on 
cloud load balancing. Section 3 It offers a relatively detailed 
literature review and its summary of the latest existing 
techniques for load balancing. Open problems are outlined in 
the Section 4. At last, in Section 5, our survey is concluded. 

2. RELATED WORK OF EXISTING SURVEYS 
 
Worldwide research organizations are interested in 
designing and developing optimal load balancing, task 
scheduling (TS) and resource utilization methodologies, as 
recent research and reviews draw attention. One of the main 
challenges and trouble in cloud is load balancing; this 
involves allocating and re-allocating the load between 
resources to maximize output while reducing costs and 
response time, improving performance and using resources, 
and saving energy [13], [14]. Outstanding load balancing 
approaches could include Service Level Agreement (SLA) 
and customer satisfaction. Therefore, a key to cloud 
computing environments' success is to include successful 
load-balancing algorithms and mechanisms. Numerous 
studies were conducted in cloud computing area, load 
balancing, SLA, power consumption, managing resources, 

etc. This article provides a concise overview of the different 
kinds of cloud load balancing scheduling mechanisms. In this 
section, we will have a look on few of the articles that have 
remarkably studied load balancing techniques. 

Milani and Jafari (2016) [15] have reviewed and 
categorized numerous existing load balancing strategies into 
dynamic and hybrid sub-domains. They portrayed the aspects 
of various load balancing strategies, including benefits and 
drawbacks. Elaborative classification is based on various 
cloud measurements. They have pointed to the challenges of 
developing more efficient algorithms to minimize resource 
usage and energy consumption and to increase the efficiency 
of load balancing approaches. 
A comprehensive review of cloud load balancing was carried 
out by Ghoomi et al. (2017) [16], a new classification of 
algorithms has been presented, such as the Hadoop 
MapReduce load balancing category, Natural 
Phenomena-based load balancing category, General load 
balancing category, etc. The critical components discussed in 
this paper were the existing load balancing techniques, new 
categorization of algorithms, pros and cons of load balancing 
algorithm in each category, along with their assessment 
methods. Also, future research challenges have been 
presented. Singh et al. (2017) [17] reviews the use of 
meta-heuristics techniques in cloud computing for job 
scheduling. Analysis of grid and cloud computing is shown 
based on bio-inspired and swarm intelligence techniques. 
This paper also discusses the cloud workflow scheduling 
model, meta-heuristic algorithms (Bio-inspired, Swarm 
intelligence, various research issues, and scheduling policies. 
It also gives directions for future studies.  
 
Ahmad and Khan (2018) [18] discussed a structured review 
with a comparative study on preexisting techniques and tools 
for load balancing.  Virtualization idea of cloud and its genres 
for optimal resource utilization have also been discussed. 
Performance metrics for load balancing were discussed for 
evaluating the performance of existing techniques. Mishra et 
al. (2018) [11] A classification for the Load Balancing 
Algorithms (LBA) has been presented is terms of static and 
dynamic. The paper gives a quick justification of the 
performance parameters that have been deemed in the 
research and their impacts. The performance of few heuristic 
algorithms was simulated and represented by graphs with 
regards to makespan and energy consumption. Arunarani et 
al. (2018) [19] presented an extensive survey on the planning 
of the tasks and related measurements was discussed. The 
various problems in the scheduling and the limits to be 
overcome were addressed. To discover the utility of 
scheduling characteristics, distinctive scheduling processes 
are studied. Organized literature survey based on three 
measures: parameter-based, methods, and application. 
 
Kumar and Kumar (2019) [20] presented a cutting-edge 
review of issues and challenges related to the so-far 
load-balancing techniques for researchers to build more 
efficient algorithms. Discusses classification, policies and 
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metrics of load balancing. A comprehensive literature study 
of various load balancing algorithms (static and dynamic, 
general techniques, natural, hybrid, agent-based, task-based, 
cluster-based) along with variety of research questions and 
future research trends is depicted. Afzal et al. (2019) [21] a 
detailed, exhaustive review of the techniques of load 
balancing is presented in this article. With critical challenges 
being inscribed to develop practical load balancing 
algorithms in the future, the benefits and limitations of 
current techniques are highlighted. In cloud computing, the 
paper also suggests new insights into load balancing. 
  

Motlagh et al. (2020) [22] This paper provides systematic 
literature review-based analysis of task scheduling methods 
that identify in: 1. Single cloud environments evaluating 
cost-aware, energy-aware, multi-objective, and QoS-aware 
approaches in scheduling tasks. 2. Multi-cloud environment 
considering task scheduling that is cost-aware, 
multi-objective, and QoS-aware. 3. Mobile cloud 
environment. To demonstrate the benefits and limitations of 
the current solutions, analytical discussions are presented. 
Mishra et al. (2020) [23] provides a comprehensive historical 
research study and comparative analysis of the different 
existing literature on load balancing (LB). 
 
3. LITERATURE STUDY OF EXISTING 
TECHNIQUES 
 
We investigated literature on previous methods of load 
balancing and analyzed the selected papers profoundly. The 
load balancing approaches presented in this survey are mainly 
divided into general load balancing algorithms, consisting of 
a blend of algorithms including a variety of swarm 
intelligence algorithms. The other category focuses on 
energy-aware load balancing algorithms. 
 
3.1 General Load Balancing Techniques 
 
A detailed discussion on General Load Balancing techniques 
is given below and a summary of these techniques is shown in 
Table 1. 

Kumar et al. [24] came up with a load balancing approach 
named FDLA, by making use of a novel fractional dragonfly 
algorithm. Along with it, two selection probabilities Task 
Selection Probability and VM Selection Probability, are 
introduced. Based on the parameters such as capacity and 
machine load, the tasks to be pulled out and the underloaded 
VM can be selected by TSP and VSP. For selecting the best 
VM, the suggested fractional dragonfly algorithm is modelled 
by merging fractional Calculus (FC) and dragonfly algorithm 
(DA) with a new fitness function. The performance of the 
FDLA is compared with the existing techniques, 
demonstrating that with significant performance, the 
proposed technique is effective. Geng et al. [25] discussed the 
TS problems in a cloud environment; incorporating the 
concept of task clustering and task duplication, a new static 
Directed Acyclic Graph (DAG) scheduling approach is 

suggested. This new approach enhances task parallelism by 
transforming DAG to an in-tree graph. The makespan of the 
overall plan is minimized by task grouping strategy, decreases 
the utilization of processors noticeably by combining the task 
groups, refines the processor's utilization by using the 
processor's downtime properly reduces the execution cost. 
Srichandan et al. [29] proposed a hybrid generic task 
scheduling algorithm for the heterogeneous cloud 
environment derived from the foraging bacteria and the 
concept of genetic algorithms. The major contributions to this 
study are bifold. First, the scheduling algorithm reduces the 
makespan, and second, it lowers the energy consumption, 
both from an ecological and economic point of view. 

Maytami et al. [30], the primary goal of this study is 
to increase the efficiency of task scheduling while at the same 
time lowering computational costs. The fundamental goal is 
to forecast the desirable algorithm for incoming/available 
requests as and when necessary. A thorough study is 
conducted of heuristic approaches for the use of resource 
utilization using principal component analysis (PCA) in the 
cloud. In addition, the requirements and impacts of use of 
service quality are analyzed with the Prediction of Tasks 
Computation time (PTCT). 

Pang et al. [31] proposed a multi-objective task 
scheduling model that states the challenge of VM tasks in a 
detailed manner.  A combination of Estimation of distribution 
algorithm (EDA) and genetic algorithm (GA) is suggested to 
come up with an effectual scheme for multi-objective task 
scheduling, and the effectiveness of this algorithm is verified 
through comparative experiments. This paper aims to lower 
the task completion rate and achieved a better load balancing 
ability. This paper doesn't really take into account the 
dynamics and uncertainties of the cloud environment. On the 
one side, the computing rate of VMs is changing in real-time. 
Virtual machines, on the other side, can join or leave the 
cloud service at any moment.  
                        Gamal et al. [33] presented a hybrid LB 
algorithm combining the positive traits of Artificial Bee and 
Ant Colony optimization (ACO). It depends on joining ACO 
's critical behavior, like rapidly discovering reasonable 
solutions, and the Artificial Bee Colony (ABC) algorithm, 
like communal bee interaction and sharing waggle dancing 
details.  

Priya et al. [35] established an integrated algorithm 
for resource scheduling and balancing load for effective 
provisioning of cloud services. The work proposes a 
Multidimensional Resource Scheduling (MRS) Fuzzy-based 
scheme to attain resource scheduling efficiency in a cloud 
system. Through objective and efficient load balancing, 
improving virtual machines' use is then attained by 
dynamically choosing a class request with the help of 
Multidimensional Queuing Load Optimization (MQLO) 
algorithm. To prevent underutilization, overuse of resources, 
and improve latency time for every single class of ownership, 
a LB algorithm is then implemented. 

Rizk et al. [38] proposed a LBA for the Osmotic 
Hybrid artificial Bee and Ant Colony optimization (OH-BAC) 
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with a new trend to apply the osmosis technique for balancing 
the load. OH-BAC uses osmosis technology to provide an 
environment for energy-efficient cloud computing. ACO and 
ABC coordinate with the OH-BAC algorithm to pick the 
optimal virtual machine to relocate to the most appropriate 
PM. Also, OH-BAC activates the most appropriate osmotic 
host to reduce power consumption among all PMs in the 
system. In the experiments with constant and variable loads, 
the proposed algorithm was simulated to measure various 
metrics' performance. 

 In order to minimize makespan time, this Gupta et 
al. [40] paper presented an approach that intends to achieve 
broad-spectrum adjusted load crosswise over VMs. By using 
the honey bee load balancing and enhancement detection 
operator, the suggested methodology provides balanced 
scheduling solutions to sum up, which low-level heuristic 
should be used to hunt for better candidate solutions. The 
implications of the presented TS approach are consistent with 
current heuristic-based scheduling procedures. The degree of 
imbalance is calculated to accurately test the efficiency of the 
proposed load balancing algorithm, which indicates that the 
suggested LBA achieves better results for a greater number of 
allocated cloudlets. 
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Table 1: Summary of Latest Existing Load Balancing and Task Scheduling Techniques (General)
 

Reference/ 
Year Overview Algorithm/ 

Technique Type Objective Tools/ 
Hardware Compared with 

[24] 
2018 

Presents a load balancing approach, 
named FDLA, along with two selection 
probabilities.  

Fractional dragonfly 
based load balancing 
(FDLA) 

Motivated by 
the dynamic 
and static 
swarming 
behaviour 

Multi- objective Cloudsim PSO, Honey bee 
behaviour (HBB), 
DA 

[25] 
2018 

TS issues in cloud environment is 
presented in this study, synthesizing the 
plan of task clustering and task 
duplication (TD), a new static Directed 
Acyclic Graph (DAG) scheduling 
algorithm is presented. 

Algorithm based on 
TD and task 
grouping 

Static Multi-objective Cloudsim TD based 
scheduling 
algorithm, 
TD-based 
Clustering 
Scheduling  

[26] 
2018 

This paper's main objective is to put 
forward an optimization technique that is 
stimulated by the decision-making action 
for load balancing using an ABC 
algorithm. 

Bee Colony 
Optimization 

Dynamic Single-objective Cloudsim First Come First 
Serve (FCFS), 
Dynamic LB 
(DLB) 

[27] 
2018 

A latest offline LB approach is proposed to 
operate resources in mobile CC. 

Bin Packing 
Algorithm 

Dynamic Multi-objective - - 

[28] 
2018 

A hybrid algorithm for TS is proposed, 
consisting of a new multi-objective 
function by combining energy 
consumption, credit and penalty, memory 
usage and cost. 

Cuckoo-Harmony 
Search Algorithm 
(CHSA) 

Dynamic Multi-objective Cloudsim Hybrid cuckoo 
gravitational 
search algorithm, 
traditional CS and 
HS algorithm  

[29] 
2018 

This article examines the TS algorithm 
using an amalgam model, which 
integrates favourable traits of most 
regularly used biologically-influenced 
heuristic algorithms. 

GA and the bacterial 
foraging (BF) 
algorithm 

Dynamic Multi-objective MATLABR2013 PSO, GA, BFA 

[30] 
2019 

A novel scheduling algorithm based on the 
PTCT algorithm to evaluate the 
preeminent scheduling algorithm for 
prominent cloud data is suggested. 

DAG, PTCT, 
Principal Component 
Analysis (PCA) 

Static Single-objective MATLABR2013 Min-min, 
max-min, 
QoS-guide, 
MiM-Mam 
scheduling 
algorithms 

[31] 
2019 

It aims to shrink the task finishing time 
and upgrade the system load balancing 
ability. 

EDA and GA. Dynamic Multi-objective Cloudsim Traditional EDA 
and GA 

[32] 
2019 

A swarm intelligence-based algorithm is 
proposed to tackle the problem of TS in 
cloud computing. 

Grey wolf optimizer 
nature-inspired 
algorithm. 

Dynamic Multi-objective Cloudsim ACO and 
performance 
budget ACO 
(PBACO) 

[33] 
2019 

A bio-influenced based algorithm is 
proposed to realize balancing load for TS 
in cloud. 

Hybrid ABC and 
ACO (H_BAC) LB 
algorithm 

Dynamic Single-objective Cloudsim ABC, ACO, 
Hybrid Algorithms 

[34] 
2019 

Designed a novel resource clustering 
scheme to cluster the servers based on their 
present centers and cluster loads. 

Bat Algorithm Dynamic Multi-objective - Random 
Deployment 
approach  
weighted round 
robin (RR) 
approach, DLB 
and LB-BC 
approach 

[35] 
2019 

With the aim of decreasing processing 
time and increasing resource utilization, 
scheduling resources according to user 
appeal in a collateral fashion and LB of 
the scheduled resources is the issue to be 
resolved in this study. 

FMRS, MQLO Dynamic Multi-objective Cloudsim Virtual LAN 
towards 
Scalable Traffic 
Management, 
Scalable 
Workload Driven 
Partitioning 
(SWDP) 

[36] 
2019 

A hybrid firefly and Improved Particle 
Swarm Optimization (IPSO) algorithm is 
illustrated for LB optimization in cloud 
environments. 

Hybrid nature 
inspired algorithm 

Dynamic Multi-objective MATLAB RR, FCFS, Short 
jobs First (SJF) 
and GA 
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[37] 
2019 

TS is performed on basis of social 
behavioural characteristics of crow i.e., 
food collecting habits of crow. 

Crow Search 
Algorithm 

Dynamic Single-objective Cloudsim Min–Min and Ant 
algorithms 

[38] 
2019 

A hybrid metaheuristic approach is 
integrating osmotic actions with 
bio-inspired algorithms for LB. 

Osmotic hybrid 
artificial bee and ant 
colony (OH_BAC) 

Dynamic Multi-objective Cloudsim Hosts overloading 
detection 
algorithms 
and bio-inspired 
algorithms. 

[39] 
2019 

An effective binary version of the reduced 
computation time and cost effective PSO 
algorithm for scheduling and balancing 
computing cloud tasks 

IBPSO-LBS Dynamic Multi-objective Cloudsim Existing heuristics 
and 
meta-heuristics 
algorithms 

[40] 
2020 

This study proposed an algorithm that 
expects the entirely adjusted load to be 
achieved on virtual machines crosswise to 
minimize the makespan time. 

Honey Bee 
optimized 
Hyper-Heuristic 
algorithm. 

Dynamic Single-objective Cloudsim ACO, PSO 
and GA. 

[41] 
2020 

A new distributed LB algorithm, based on 
adaptive starvation threshold, which aims 
to the makespan time. 

Starvation Threshold 
based LB (STLB) 
algorithm 

Dynamic Multi-objective Cloudsim A honey bee 
behavior inspired 
LB algorithm 

[42] 
2020 

An efficient multi-objective-based LB 
approach.  The primary motive of this 
research is to reduce the cost and task's 
execution time, and to attain a 
well-balanced load in a cloud across all 
VMs. 

Adaptive Dragonfly 
algorithm (ADA), 
combination of DA 
and FA 

Motivated by 
the dynamic 
and static 
swarming 
behaviour 

Multi-objective Cloudsim Traditional FA and 
DA 

[43] 
2020 

This paper proposes a scheme on 
utility-based LB that uses FA to advance 
the resource utilization and optimize the 
gain for the CSP using bargaining 
protocol. 

FA; Utility based 
scheme 

Dynamic Multi-objective Cloudsim Imperialist 
competitive 
algorithm and FA 
(ICAFA) 

[44] 
2020 

This paper presented three versions of 
swarm intelligent algorithms to be used as 
task schedulers to lower the makespan. 

Ant-Lion optimizer 
(ALO) and Grey 
wolf optimizer 
(GWO) 

Dynamic Single-objective Cloud reports 
(extension of 
CloudSim) 

PSO and FA 

[45] 
2020 

Enhanced FA is developed by embracing 
the crucial concepts of Firefly approach. 

Firefly Algorithm Dynamic Single-objective Cloudsim Traditional FA, 
FCFS, ACO 

[46] 
2020 

A combinational Firefly-Genetic heuristic 
approach is suggested in this paper to 
optimally assign the resources and 
schedule the cloud computing task. 

Hybrid of FA and 
GA 

Dynamic Single-objective Cloudsim Traditional First in 
First Out 
(FIFO) and GA 

[47] 
2021 

Considering both the computing and 
communication loads in a cloud 
environment, a new PSO-based LB 
algorithm is proposed. 

Adaptive -pbest 
discrete PSO 
scheduling algorithm 
(APDPSO) 

Static Multi-objective MATLAB,  
Cloudsim 

Existing 
PSO-based 
algorithms 

[48] 
2021 

A weight-based technique for VM 
migration is proposed. 

Weight-based 
improved GA 

Static Single-objective MATLAB Existing GA 

[49] 
2021 

Proposed a method to evaluate the 
essential number of reducers for a 
MapReduce job running on a 
heterogeneous Hadoop Cluster. 

MapReduce Dynamic Single-objective Oracle VM 
VirtualBox 5.2 

Existing rule 

[50] 
2021 

Different algorithms are addressed for 
calculating the efficiency of the cloud 
when performing LB. 

M-Throttled Dynamic Single-objective Cloudsim Throttled, RR, SJF 

 
Tapale et al. [43] proposed an approach on utility-based load 
balancing that uses the firefly algorithm to upgrade the 
utilization of resources and optimizes the service provider's 
profit using bargaining protocol. The method avoids 
starvation of tasks by taking into account the multi-level 
queues and decreases the load imbalance and makespan. Even 
at higher loads, when the number of tasks increases on the 
cloud, the system remains as it is and exhibits finer 
performance than existing ones. 
Farrag et al. [44] studies the application of two swarm 
algorithms in TS of the Cloud environment and has compared 
the outcome with Particle Swarm Optimization (PSO) and 

Firefly Algorithm (FA). Three variations of ALO and GWO 
were presented to be used as Task Schedulers to reduce the 
makespan. Inspired by the dynamic and static swarming 
behaviours of artificial dragonflies in nature Neelima and 
Reddy [42] John proposed an efficient load balancing system 
using a commutable dragonfly algorithm (DFA) in cloud. An 
efficient multi-objective-based LB approach is developed to 
overcome the problem of unbalanced load, which leads to 
maximum time and cost. The suggested methodology 
explores DFA’s advantages in optimizing cloud TS and 
allocation of resources. 
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PSO and most of its versions were only used to update the best 
individual positions in the experiment, which resulted in the 
choice of a bad particle as the head, considering this issue 
Miao et al. [47] proposed a new PSO-based static LBA 
namely adaptive Pbest discrete PSO (APDPSO). This 
research aims to assign an appropriate host to each VM to 
balance the use of resources across all hosts and reducing the 
associated cost of communication between tasks. Each VM or 
host is connected with a distinctive identifier to schedule the 
VMs in a cloud computing system, and the goal is to find the 
optimal VM-host pairs. It is, therefore, nearly a distinct 
problem of multi-objective optimization. A method of 
discretization based on probability and similarity was also 
proposed to adopt the PSO algorithm to the discrete 
optimization problem by changing the process of updating the 
particles' velocity and location vectors. 
Kaur and Sachdeva [48] proposed a virtual machine 
migration weight-based technique using a GA. The algorithm 
proposed is to enhance the genetic algorithm to decrease the 
execution time for cloud task migration work. By replacing 
the mutation calculation points by which the execution is 
made faster and more reliable than the existing approach, the 
number of migrations is reduced. There is high consistency 
and pace in this recommended method. This approach 
therefore minimizes the likelihood of failure. 
Numerous instructions can be handled by the data center 
concurrently, but as the instructions are arbitrarily submitted, 
there is a chance that the data center might get overloaded. To 
handle such situations, load balancing is necessary, and thus 
Panigrahi et al. [50] proposed an algorithm named 
M-Throttled, which has higher performance compared to 
existing approaches. The performance of the proposed 
algorithm is examined based on parameters like response 
time and computation time. 
A summary of the existing techniques discussed is presented 
in Table 1. 
 
3.2 Energy-Aware Load Balancing Techniques 
 
Yadav et al. [51] presents three adaptive models that help 
minimize service level agreement (SLA) violations and 
energy consumption. The first model, namely Gradient 
descent-based regression, calculates the higher threshold 
based on the historical dataset to detect the overloaded host. 
Second, maximize correlation percentage chooses and 
adaptive upper threshold based on maximum correlation 
percentage. The third model bandwidth-aware selection 
policy helps minimize VM migration time from one host to 
another. The experiments have been performed on real 
workload traces which exhibits that the suggested algorithm 
reduces the energy consumption while preserving the other 
parameter.  

Energy-aware virtual machine consolidation approach is 
presented by Wang, H. et al. in [52]. Minimizing energy 
consumption is the main target of this study. For VM 
placement, Space Aware Best Fit Strategy is used. In order to 
balance the cloud environment effectively, high CPU 

utilization-based migration is also done. Energy consumption 
is kept to a bare minimum. The cloud environment's load is 
also balanced. Even then, because VM positioning is an 
NP-hard problem and VM migration may surge the migration 
costs, the management of complex cloud data centers still 
requires an efficient technology. 
 

Jeba et al. [53] proposed two algorithms for 
reduction of power and VM migrations. The working 
mechanism of virtualization technology with its system model 
has been discussed. A dynamic scheduling mechanism is 
presented which utilizes every single server to its full scope 
and in a pecking, order transfers the incoming load to the 
other servers. The proposed scheduling algorithm is based on 
random, sequential, and maximum fairness search. 

Patel et al. [54] focus on minimizing the VM 
migrations to save energy consumption. The migration of 
heavily loaded VMs considers CPU utilization as a parameter 
to evaluate its performance. It uses a Backpropagation 
algorithm from Artificial Neural Network to predict the 
future load occurring due to temporary peak load. For 
experimental results, the existing technique is compared with 
the proposed one. 

To maximize resource management, Yavari et al. [6] 
concentrated on energy optimization. The HET-VC and 
FET-VC heuristic algorithms were proposed. For evaluation, 
six parameters in all are being investigated. All the factual 
evaluation using cloudsim was conducted on simulated data. 
The authors considered a wide range of variables, but their 
approach was limited to energy consumption and was only 
tested on random data. 
 

Soltanshahi et al. [57] proposed a newly introduced 
fastest collective intelligence algorithm, the Krill Herd 
algorithm. It is used to allocate the VMs to the appropriate 
hosts. Lesser time complexity and minimization of energy 
consumption due to load congestion in data centers are the 
primary focus of this paper. The simulation outcome shows 
that efficient integration and the selection of convenient 
migration strategies for virtual machines can help improve 
energy efficiency.  

To foster green cloud computing, Geetha and Robin 
[60] presented a power conserving resource allocation scheme 
with improved quality-of-service. This paper's concept works 
on the principle of two layers that the authors employ to 
maintain the QoS parameters. Out of the two layers, the first 
one, Cloud Manager Layer, is responsible for choosing the 
appropriate resource out of all available help. Green Manager 
Layer picks the best one out of the list provided by CML. For 
this purpose, the first layer maintains a table of record which 
contains entities like capacity configurations, location, Id, etc. 
of the resources. The GML layer uses a meta-heuristic 
algorithm known as the Lion Optimization algorithm to select 
the best help available. A fitness function is developed based 
on the behavior of the optimization algorithm.  
There are several meta-heuristics algorithms, each having its 
advantages and disadvantages out of such Devaraj et al. [61] 
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came up with a hybrid of the firefly algorithm and improved 
multi-objective PSO technique (FIMPSO) for improving the 
energy efficiency in a cloud environment. This hybrid 
approach combines both the existing algorithms; the firefly 
algorithm is used to minimize the search area, while the 
IMPSO is implemented to recognize the enhanced response. 
The suggested methodology achieved a useful average load 

for enhancing the important measures like response time and 
proper resource usage. A summary of the existing 
energy-aware techniques discussed is presented in Table 2. 

A brief idea of the pros, limitations and future work of 
existing techniques is shown in Table 3. And a comparative 
analysis of the parameters evaluated in the proposed 
approaches is shown in Table 4. 

Table 2: Summary of Energy-aware Load Balancing Techniques 

Reference/ 
Year Overview Algorithm/ 

Technique Type Objective Tools/ 
Hardware Compared with 

[51] 
2018 

An energy-conscious algorithm is 
proposed to upgrade energy efficiency 
and minimize cloud breaches of SLA. 

Maximum correlation percentage, 
Gradient descent-based 
regression, and bandwidth-aware 
selection policy 

Dynamic Multi-objective Cloudsim Linear regression, 
and inter-quartile 
range, Median 
absolute deviation, 
ACO, minimum 
migration time 

[52] 
2018 

A new architecture for Dynamic VM 
Consolidation for Green Cloud 
Computing is presented, along with a 
new VM selection policy and VM 
allocation policy. 

Space Aware Best Fit Decreasing 
algorithm 

Dynamic Multi-objective Cloudsim Dynamic Voltage 
and Frequency 
Scaling, 
Non-power aware 
policy 

[53] 
2019 

The article presents a dynamic resource 
planning framework for cloud data center 
VM migration based on an efficient 
energy optimization framework. 

Live virtual machine 
migration-based algorithm, 
sequential search, random search 
and maximum fairness search 

Dynamic Single-objective Cloudsim, 
Cloudera 

Dynamic Compare 
and Balanced 
Algorithm 

[54] 
2019 

This work presents an energy-aware VM 
migration-based LB method for the cloud 
using a forecasting approach 

Artificial Neural Network (ANN) 
model is used; double threshold 
based dynamic LBA 

Dynamic Multi-objective CloudSim, 
MATLAB 
2015a 

Dynamic Double 
Threshold 

[55] 
2019 

A novel VM consolidation technique is 
suggested based on temperature and 
energy to improve QoS with the help of 
heuristic and meta-heuristic algorithms. 

Heuristic Energy and 
Temperature aware based VM 
consolidation and FireFly Energy 
and Temperature aware based 
VM Consolidation 

Dynamic Single-objective Cloudsim Dynamic 
Threshold 
Maximum Fit 
algorithm 

[56] 
2019 

The proposed approach aims at reducing 
the makespan and power expenditure 
while meeting the limiting constraint. 

EATSD, Dynamic classifier 
algorithm 

Dynamic Multi-objective Cloudsim Earliest Deadline 
First and FCFS 

[57] 
2019 

In this research, the Krill Herd approach, 
the newest cumulative intelligence 
algorithm recently introduced, was 
proposed to allot VMs to hosts in data 
centers. 

Krill Herd algorithm Dynamic Single-objective Cloudsim GA and Modified 
best fit decreasing 
algorithm. 

[58] 
2019 

An optimal Virtual Machine Placement 
(VMP) scheme is obtained to achieve 
energy efficiency while maximizing load 
balance among multiple resources. 

GA and tabu search algorithm 
(GATA) 

Static Multi-objective PyCharm 3.3. Simulated 
annealing 
algorithm, 
improved 
ACS-based 
algorithm and 
Traditional genetic 
algorithm, 

[59] 
2020 

A hybrid VMP algorithm elicited from 
another suggested enhanced 
transmutation-based GA and 
multidimensional 
resource-conscious best fit 
allocation approach. 

Permutation-based GA, Hybrid 
VMP 

Static Multi-objective - Other 
permutation-based 
algorithms 

[60] 
2020 

This paper concentrates on an efficient 
resource allocation system for cloud 
users that doesn’t negotiate quality of 
service by using two layers, like CML 
and GML. 

Uses Lion Optimization 
Algorithm 

Dynamic Multi-objective Cloudsim Dynamic VM 
placement, VM 
provisioning, data 
centre provisioning 

[61] 
2020 

A new hybrid algorithm is proposed by 
combining the advantages of FA and 
IMPSO. 

Combination of firefly and 
Improved Multi-Objective PSO 
technique  

Dynamic Multi-objective MATLAB RR, FCFS, SJF and 
GA 

[62] 
2020 

An approach has been potrayed in this 
study that aids in energy-efficient VM 
selection with less violation of service 
level agreement. 

Power-aware VM selection policy Dynamic Multi-objective Cloudsim Existing classic 
VM selection 
algorithms 
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Table 3: Summary of Positive Aspects, Limitations and Future Scope of Surveyed Techniques 

References Positive Aspects Limitations 
 

Future Scope 

[30] Decreases calculation or communication 
costs. 
Assures to attain almost optimal 
re-allocation of resources 

May result in decreased accuracy values Real-world application graphs with dynamic scheduling.  

[25] Reduces communication costs between tasks 
through task duplication. Eliminates 
communication overhead. Lowers the 
execution cost 

Space is sacrificed in order to improve 
the efficiency 

Meeting the Quality of Service (QoS) of the user and 
improving user satisfaction. 

[31] Fast convergence speed and strong search 
ability. 

Does not take account of cloud-based 
dynamics and ambiguity  

TS issues that are nearer to those in real cloud will be the 
focus of future work. 

[60] With the optimized selection of resources, 
time consumption is minimized. GML 
choose the finest resource in the view of 
utility degree; this suggestion enhances the 
QoS and reduces the response time 

Best resources are chosen every time by 
the LOA, which might not always be 
required, and the best resource might get 
wasted to serve an average task. 

The service can be carried out with regard to the tolerance 
of the service. User feedback can be gained to further 
enhance QoS. 

[33] Improves load balance and utilization rate. The ABC algorithm has the 
disadvantages of premature 
convergence in the later search period. 
ACO algorithm also faces the problem 
of uncertain time to convergence. Thus, 
this can be a problem for the proposed 
hybrid approach. 

Can be refined for dependent tasks. Also, assigning priority 
tasks and choosing the relevant VM for each job can be 
enhanced by considering the functions' QoS parameters. 

[54] Can be applied on any other algorithm to 
achieve better results. 

It considers only CPU load to calculate 
the load on VMs, which might not give 
the best possible results. 

RAM and Bandwidth utilization could be added along with 
CPU load. 
 

[44] Less complex Only one parameter evaluation is taken 
into consideration, based on which 
results can't be surely trusted. 

Reducing energy consumption 

[45] Through improved firefly feedback 
mechanisms and communications, search 
capabilities have increased to understand 
globally optimized solutions. 

The focus is given only to the basic 
algorithm and one of its methods. Many 
other similar techniques exist which 
could have been compared. 

VM Migrations has to be prevented and at the equal time 
gain lesser change of job migrations. 

[27] Improves the utilization and reduces the 
vacant space in a server. It is able to 
conceived for diverse size of the processors in 
the server. 

The approach is limited to the offline 
process only. 

Modifications on the proposed methodology can be done to 
achieve finer results. 
 

[37] Less complex Out of all the QoS factors, only one 
aspect is considered. 

The flight length can be dynamically varied in the long 
term, expanding the solution domain even further. 

[61] Both response rate and precision can be 
boosted in this up-to-date method and are 
considered very effective. 

If the commencing population is not 
selected correctly, the algorithm then 
might not get the optimal solution.  

Use the data deduplication algorithms for improvement. 

[29] Suitable for expansive cloud data centers. Although MHBFA speeds up the 
confluence rate, it suffers auxiliary 
timing for crossover and mutation 
process. 

Scope of performance improvement; exploration of 
operators and parameters are needed. 

[51] VM migration time calculation is considered 
with a specific algorithm which most of the 
other techniques have ignored. 

It is challenging to run in a real cloud 
environment. Also, temporary peak load 
due to fundamental threshold values has 
not been taken into consideration. 

Thermal-aware algorithm for VM placement. 
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Table 4: Summary of Evaluation Metrics considered for Surveyed Techniques 
 

Refer
ences Makespan Execution 

Time 
Resource 
Utilization 

Throu
ghput Reliability Cost Energy 

Consumption Efficiency Response 
Time 

No. of 
Migrations 

SLA 

[45]                

[44]             

[30]               

[31]              

[33]                

[36]                 

[37]             

[29]              

[25]                

[26]             

[27]              

[61]            

[60]                  

[53]              

[54]              

[55]               

[51]              

[52]              

[56]                

[24]             

[28]              

[32]            

[34]                  

[35]              

[38]             

[39]               

[40]             

[41]               

[42]              

[43]                

[46]             

[47]             

[48]                

[49]             

[50]             

[57]              

[58]              

[59]              

[62]               
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4. OPEN ISSUES AND FUTURE RESEARCH 
DIRECTIONS 

The survey expressed in this study identifies some of the 
critical issues that cloud load balancing demands intensively. 
The main barriers and potential research opportunities are 
summarized as follows: 
 

 The survey expressed in this study identifies some of 
the critical issues that cloud load balancing demands 
intensively. The main barriers and potential research 
opportunities are summarized as follows: 

 The management of applications along with resources 
in the diverse cloud environment is a very    
complicated task, and therefore there is room for 
developing resource management strategies. 

 The study shows that few clouds load balance works of 
literature are focused on migration costs apart from 
service-level violations. For future research, this can 
be viewed as a critical direction. 

 Combining a meta-heuristic algorithm with another 
population-based meta-heuristic algorithm or a local 
search-based algorithm can improve the solution 
quality or convergence speed. However, realize that 
hybridizing algorithms can sometimes make the 
problem more complicated and lengthen the execution 
time. As a result, choosing a wise combination of 
algorithms is also a concern, and correlating the 
hybrid model is another way researcher can take. 

 Future studies should concentrate on merging task 
scheduling and virtual machine consolidation 
techniques to increase scheduling performance. 

 By redesigning the operator, the quality of the 
solutions given by meta-heuristic techniques can be 
enhanced. The algorithm's search technique can be 
boosted by changing initial population selection 
process and the fitness function. 

 Complexities of the algorithms should be taken into 
account, as a significantly fewer number of studies 
have considered it for their performance evaluation. 
Time and space complexity can be crucial to have a 
clear idea about the scalability of the algorithms. 

 More machine learning or deep learning-based 
approaches could be designed to predict future 
resources to balance the load effectively. 

 To predict future overload/underload situations with 
high accuracy, better efficient workload prediction 
algorithms must be designed. 

 Further research is also needed in the migration of 
tasks and the use of the host's electricity saving 
process; frequent task migrations and power switches 
could lead to additional energy consumption and even 
greater energy consumption as a whole. 

 Assessing the customer service needs based on various 
application types may enhance the usage of resources. 

 Although network bandwidth is critical in cloud 
computing due to high network congestion, the 

effectual networking elements application has not 
been adequately conveyed, according to the literature. 
This can result in a system crash, accidental deletion, 
and latency issues, among other things. More efficient 
and reliable load balancing algorithms for efficient 
high frequency network utilization should be 
developed. 

 None of the existing techniques have taken into 
account all of the parameters revealed by the research. 
As a result, this work may encourage newcomers to the 
field to develop novel techniques that take into account 
nearly all metrics. 

 Finally, very few of these approaches addressed 
security concerns, which is an essential aspect of cloud 
management. To avoid SLA violations, it is good to 
consider security as a parameter alongside other QoS 
parameters. 
 

5. CONCLUSION 

Load balancing of tasks on virtual machines or virtual 
machines on hosts is a major dispute in cloud computing that 
has gotten a lot of recognition from researchers. This article 
provides a current overview of load balancing problems and 
difficulties. According to this research, a comprehensive 
survey was conducted on various load-balancing 
methodologies using different parameters. The most recent 
and well-known methods have been briefly discussed. 
The benefits and limitations of various forms have been 
reviewed. We also discovered some future perspectives where 
the cloud needs to improve based on the literature review. 
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