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ABSTRACT 

 

The data relating to data mining has turned out to be 

profoundly multi-dimensional in the recent past. It is also to 

be noted that such dimensionality has rapidly expanded over 

time. Moreover, in light of the positive assessment norms for 

enhanced data mining concerts, feature selection opts for a 

petite subset of the significant features from the original 

dataset. The stability of the feature selection is a key criterion 

in feature selection algorithms. Moreover, the most important 

aspect is its sturdiness in reducing the disturbances in the 

training data or in the expansion of the most recent samples. 

Lately, it has been demonstrated that the stability of the 

feature selection usually centers on data, and that it is not 

entirely unbiased in terms of algorithm. The privacy-

preserving data mining changes a portion of the sensitive and 

quasi-identifying attributes in order to keep the conceivable 

re-identification of an individual’s tuple through intrusive or 

malignant data miner and brings a choppy privacy conserved 

dataset. Since the stability of the feature selection relies 

primarily upon data, the stability of the feature selection 

lessens with such privacy-preserved choppy datasets. 

Besides, the privacy preserving ruffling associates stresses 

the stability of the selection of features and data utility. 

Picking proper privacy-preserving data mining technique 

with significant privacy-preserving ruffling to enhance 

feature selection stability alongside the greater privacy-

preservation and data utility is consequently a challenging 

issue in the field of research. Hence, the present paper 

intends to highlight the issue with reference to the three 

algorithms for privacy-preserving data mining and their 

relative analysis.  

Key words: High dimensional data, Feature Selection, 

Selection Stability, Stability Measures, Privacy Preservation, 

Kuncheva Index KI 

 

1. INTRODUCTION 

Data mining might be phenomenal by the analysis of 

chronicled organizational datasets. It can significantly 

extricate the already hard to perceive, non-immaterial, 

undeniable and spellbinding patterns or expertise. Data 

mining is crucial for organizations for accomplishing an edge 

over their contenders [1]. Because of the present signs of 

progress in information machinery that encompasses web 

predicated business and e-administration, there can be an 

explosion of microdata about citizenry which is typically 

high dimensional, and such a kind of issue is better known as 

the “curse of dimensionality" [2]. Therefore, the feature 

selection is employed as a unique dimension diminution 

approach for the existent high dimensional microdata [3, 4]. 

 

Dimensionality lessening techniques are predominantly 

categorized as extraction of features and the selection of 

features. In the approach of extracting features, the features 

are usually projected into a space with lower dimension. The 

feature selection approach, on the other hand, seeks to select 

a minimal subset of pertinent traits that minimize redundancy 

and maximize the association with the target i.e., the class 

label. While equaling these two techniques, the selection of 

features is superior in terms of greater readability and 

interpretability because it preserves the original feature 

values in a shortened space, whereas the extraction of 

features transmutes the data from the original space into a 

different space with a relatively lower dimension that cannot 

be concomitant to the traits of the original space. 

Consequently, further analysis of the new space thus 

becomes quite challenging and also problematic when 

considering the fact that the remodelled features obtained 

from the extraction technique also have no physical 

implications. Therefore, the feature selection technique has 

been implemented in the experimentations of the present 

paper. 
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Feature selection eliminates incongruous, unnecessary, and 

noisy data. Hence the reduced subset of relevant traits works 

considerably better than the complete set of high dimensional 

microdata. The benefits of selecting traits include a better 

investigation of precision in terms of predictive accuracy, 

diminished computational costs, better interpretability of the 

model, result from comprehensibility, and also decreased 

stockpiling space [3, 4]. Moreover, feature selection amends 

with privacy safeguarding of citizenry’s records by 

improving data de-identification, jettisoning several quasi-

identifier traits, and by feasibly confiscating extraneous and 

noisy traits. 

1.1. Feature Selection Stability 

Feature selection stability enables the feature selection 

algorithm to choose near or comparative subsets of traits in 

subsequent algorithmic cycles for the extension or erasure of 

some tuples from the dataset [5]. The stability of the feature 

selection is critical for data mining since the miscellaneous 

diverse subsets of significant traits in each new experimental 

release ultimately prompts an uncertain conclusion towards 

experimental consequences [6-8]. The researchers especially 

pay attention to the significance of the stability in the 

selection of features since it has attenuated the previously 

established convictions in drawing conclusions. The results 

of unstable feature selection, also to a considerable extent, 

have an impact upon the researchers wherein it both tapers 

the self-confidence and let them remain indecisive in 

drawing there search findings. Furthermore, feature selection 

stability is currently acknowledged as a key standard for 

feature selection algorithms, thus making it a hotly debated 

issue in research [7, 9]. 

1.2. Data Perspective nature of Feature Selection 

Stability 

So far feature selection stability was contemplated from an 

algorithmic perspective in previous researches; however, it 

overlooked the ultimate qualities of the dataset, which 

significantly affect the stability of the selection of features. 

Likewise, more recently, a considerable attention has been 

given to the data perception and the stability of the selection 

of features. The stability of feature selection algorithms 

generally relies upon the sensitivity of feature selection and 

data discrepancies [7, 10]. It is moreover found [11] that the 

underlying physiognomies of the data can significantly 

influence the stability of the feature selection algorithms and 

that the issue of stability can to a great extent be data-reliant, 

at the same time, not entirely algorithmic impartial. Several 

researchers as of late have realized that stability of the 

selection of features hinges on for the most part on data, i.e., 

dataset characteristics and data variance [11-16]. Besides, the 

data discrepancy is typically instigated by noise. The 

components that sway stability of the selection of features 

incorporate the number of chosen traits [7], such as, 

dimensionality, sample size [6] and an assortment of data 

dissemination crosswise over various folds. 

2. RESEARCH PROBLEM 

Unstable feature selection outcomes prompt inconsistent 

conclusions and consequently lessen the self-assurance of 

researchers. In addition, it is to be noted that some 

outstanding features of selection algorithms is that it 

identifies all the ill effects and issues of low stability so as to 

also ensure the instauration of minimal data disruption in 

training set. The issues of feature selection stability are 

enhancing, particularly for choppy datasets where the 

composition of the original dataset is disturbed to a certain 

degree, for example, in incremental datasets, privacy 

preserved datasets, as stability is by and large data-centric. 

Changing of datasets can be contemplated instantly by 

erasing or including tuples, adding noise to the traits at 

feature level or by consolidating both. Furthermore, privacy 

preservation safeguards the privacy of an individual by 

amending sensitive and quasi-identifying traits of the dataset. 

Also, privacy preserving alteration ought not to enormously 

influence the feature selection stability, since the stability 

mostly depends upon the data.  

 

In the case of choppy privacy preserved datasets, data 

discrepancy is identified to be the foremost source that leads 

to the instability of feature selection. Moreover, the contrary 

correlation helps attain the techniques for accomplishing 

great stability in the selection of features and safeguard 

privacy. The stability of the feature selection for the choppy 

privacy preserved datasets is crucial for better data utility, as 

accuracy is emphatically linked with the stability of the 

feature selection. The intensified feature selection stability 

issues of the choppy privacy preserved datasets, for better 

data utility, and safeguarding the privacy of an individual’s 

records are the challenging research problems which is to be 

analysed in the present paper. 

3. METHODOLOGY 

There are a variety of privacy preserving data mining 

techniques and a series of ways to protect the privacy of 

individuals in data mining, which includes deletion, 

swapping, aggregation, noise addition, and encryption. Data 

publishing methods such as k-anonymity, l-diversity, t-

closeness, slicing and differential privacy use techniques 

such as bucketization and generalization. The diverse privacy 

preserving data mining techniques are assessed for their 

strengths and defects. Based on the assessment, new privacy 

preserving data mining algorithms are developed. The 

developed privacy preserving data mining algorithms are 

implemented in experimental datasets, so as to alter the 

sensory attributes of the datasets and to protect the privacy of 

the citizenry. Similarly, the feature selection stability of the 

algorithms is evenly disturbed since it usually depends upon 

the datasets. The privacy preserving data mining algorithms 

should, therefore, preserve the privacy of the citizenry, and 

moreover, should have greater feature selection stability as 

well as accuracy. 
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Three new privacy preserving data mining algorithms are 

created by using several privacy preservation techniques. 

The proposed methodology for privacy preserving data 

mining algorithms is shown in Fig. 1. 
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                                      Figure 1: Block diagram of the proposed methodology    
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4. FEATURE SELECTION ALGORITHMS 

The feature selection technique, as a rule, underpins the 

following three methodologies: filter, wrapper, and hybrid 

[17]. The filter approach of feature selection is employed to 

obliterate features in specific measures or criteria and 

subsequently, the goodness of a feature is assessed by 

utilizing the inherent or statistical properties of the dataset. A 

feature is chosen based on the most appropriate feature 

bolsters, and its properties for both machine learning and 

data mining applications. Inside the wrapper approach, a set 

of features is created and the goodness of the set is assessed 

utilizing a specific classifier. In due course, the methodology 

keeps intact that the point of some classifier is to classify the 

features inside the dataset, and to bolster this rank, a feature 

is picked from the predetermined application. The embedded 

model incorporates the benefits of every one of the above 

models. The hybrid approach exploits the two methodologies 

by taking advantage of the different analytical criteria in 

various search stages. The feature selection algorithms 

employed in the investigations are Information Gain IG [18] 

and Correlation-based Feature Selection CFS [6]. 

 

4.1. Information Gain IG 

Entropy is a criterion to analyse and test the impurity 

ofanactual training set. It is depicted asa symmetric measure 

of the information Y given by X, which symbolizes the 

number by the decline of Y [18]. The measure is 

comprehended as IG given in (1). 

          IG = H(Y) − H(Y/X) = H(X) − H(X/Y)       (1) 

IG could be symmetrical measure because the information 

increased in X once it is perceptive of Y juxtaposes with the 

increase of Y with the increase of X.IG has a drawback that 

it favours features with extra values regardless of whether 

they appear to be extra informative. The information picked 

up by reference to the class is estimated by the assessment of 

the value of an attribute. The independence between a feature 

and the class label is estimated by IG, and considers the 

distinction between the entropy of the feature and the 

conditional entropy indicated by the class label as in (2). 

IG(Class,Attribute) = H(Class) – H(Class|Attribute)        (2)      

4.2. Correlation-based Feature Selection CFS 

The value of a set of attributes is evaluated by CFS by 

considering the degree of repetition among them, 

notwithstanding the individual prognostic ability of each 

feature. Subsets of features that have low interrelationships 

among categories, however that are incredibly related among 

the classes, are most favoured [6]. CFS explains the least 

complex feature set and can be joined with search techniques 

to admire bi-directional search, backward elimination, 

forward selection, genetic search, and bestfirst search. 

Authors ought to have GA as a search approach with CFS as 

fitness. 

                                 k rzi 

           rzc =                                   (3)                                                            

                           √ k + (k − 1) rii 

For instance, rzc is that the relationship between the class 

variable and the summed subset features, k is that of the 

subset features, rzi is that the average of the correlations 

between the class variable and the subset features, and rii is 

that of the average inter-correlation between the subset 

features [8].  

 

5. SELECTION STABILITY MEASURES 

Stability may only be estimated by the comparison between 

the result outcomes. Hence, stability is more important if the 

similitude is more prominent. Stability by index, stability by 

rank, and stability by weight are the three principal 

categories of stability guesstimates that rely upon the 

portrayal of the selection technique yield [7]. In stability by 

index, the indices of the chose features are taken into 

consideration. In the aforementioned class, the chose features 

does not have an unequivocal order or relating relevant 

weight. In the class of stability by rank, the hierarchical list 

of features influences the stability analysis. In stability by 

weight class, each feature has apportioned a weight 

consistent with the associate degree. 

 

Each of the three stability classes is produced by the weights 

of the respective features. In any given case, each domain 

focuses upon a totally different output at the same time 

encourages a particular stability for a precise output. It is 

also important to extend that a similar rank does not have 

consistent weight and equivalent assigned subset.  

 

The three necessities deemed necessary for the estimation of 

stability [19] are as per the following: 

 

 Monotonicity: If there is an enormous overlap between 

the chose subsets, the outcome should be of horrific 

stability. 

 

 Limits: The consequence of every stability estimation 

technique ought to be limited among constants 

comparing to [-1, 1] or [0, 1]. These limits are 

autonomous of any dataset factor just as the 

dimensionality of the dataset m or the number of chose 

features k. These cut-off points ought to be at any rate 
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once the sets are flimsy and moved toward becoming the 

most indistinguishable or stable. 

 

 Correction for chance: The measure should have a 

tireless rectification that prompts an intersection 

happening inadvertently because of the high-

dimensional chose subset. The bigger the cardinality of 

the chose subsets, the more noteworthy the likelihood 

for a bigger intersection between the subsets are. 

A number of stability measures have been offered to measure 

the comparability amongst the chosen feature subsets [7, 10, 

19, and 20]. The Kuncheva Index KI [20] is an index-

predicated measure of stability. The other stability measures 

in the class are the Jaccard Index [7], the Dice Index [10], 

and the Average Normal Hamming Distance AHND [19]. 

The Spearman’s Rank Correlation Coefficient SRCC [7] is a 

member of the rank-predicated stability class. Pearson’s 

Correlation Coefficient PCC [7] is the stability valuation of 

the weight classification. 

5.1. Stability by index 

The chose subset features in the stability by index class are 

portrayed either as a vector of indices reminiscent of the 

chose features or as a binary vector with cardinality 

equivalent to m, wherever fi = 1 means the ith feature is 

chosen. In this class of estimation, it is conceivable to be 

dealt with various chose features among k and m, yet with 

the rank or weight estimation, it is beyond the realm of 

imagination. Consequently, these estimations have regular 

outcome confines wherever some are inside the interim [0, 1] 

or [-1, 1], though others are not limited in the least degree. In 

a nutshell, stability by index estimation class estimates the 

number of overlaps within which the stability is estimated. 

5.1.1. Kuncheva Index KI 

The two subsets of traits retain a lion's share in the stability 

measures. The noteworthy cardinality is that the list of 

chosen traits is fervently consistent with the threat of 

overlap. The Kuncheva Index KI is proposed in [20] to 

defeat the aforesaid detriment, and the latter incorporates an 

adjustment term to stay away from the intersection, which is 

unintentional among the chosen subsets of traits. KI is the 

only measure that agrees to every one of the necessities 

affirmed in [20], i.e., monotonicity, limitation, and chance 

correction. 

                                     │Ƒ'1∩Ƒ'2│. m – k2 

              KI (Ƒ'1, Ƒ'2) =                       (4) 

                                            k (m – k) 

The KI results extend [-1, 1], wherever - 1 implies that there 

is no intersection between the lists and k= m/2. KI achieves 1 

when Ƒ'1 and Ƒ'2 are indistinguishable, which implies that 

the cardinality of the intersection set is k. KI esteems are 

fitting for severe drowning lists at the point of zero. In the 

Jaccard Index and most of the other measures, the number of 

features that has chosen k will have an impact on stability. It 

gives higher stability esteems once k gets bigger and closer 

to m. The revamping of the term is structured in KI so that it 

eventually finishes with an appeal. Despite that, KI does not 

experience the ill effects as a result of the correction term, 

which gives negative weight to k. Hence, the Kuncheva 

Index was subsequently applied in the experimentations. 

6. PRIVACY PRESERVING DATA MINING 

By all means, the standard conjecture in privacy preserving 

data mining is that, the candidate data to be revealed 

comprises multiple forms of traits. Parenthetically, Burnett et 

al., [21] outline the ensuing types: 

 Identifiers - attributes that unambiguously resolve an 

individual like name, social security number, toiler id 

etc. 

 Quasi-identifiers - non-sensitive attributes like age, zip 

code, or gender that would be practiced in linkage 

attacks. 

 Non-sensitive attributes are deficit of any common 

attributes and they are neither quasi-identifiers nor 

sensitive. 

 Sensitive attributes - personal attributes are quite private 

in nature. For example, diseases or financial gain. 

Privacy preservation in data mining ensures confidentiality 

and to safeguard sensitive data against undesirable 

revelation. Several countries put regulation on processing 

and usage of personal data. For example, The European 

Union has sanctioned a new Regulation that lays down rules 

involving to the safeguard of ordinary persons with regard to 

the processing of personal data and rules relating to the free 

movement of personal data [22]. There will be need for 

information security, analysis of human factors in 

information security and review of human errors in 

information security contexts [23]. 

The technique offers individual privacy and furthermore 

empowers data mining for extricating helpful knowledge 

from the available data. In data mining, touchy raw data and 

tactile knowledge of data mining outcomes are in some way 

or the other guaranteed by the contortion of the original 

dataset, by employing the created algorithms [24]. High data 

quality and privacy are the indispensable necessities of 

privacy conservation techniques. To ensure data sensitive to 
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privacy, the dataset must be disturbed in a couple of ways [3] 

because the stability of the selection of features depends 

upon on the data to a great extent.  

A wide scope of privacy preservation strategies is arranged 

and predicated on basis of distortion, clustering, associative 

classification, outsourced data mining, association rule, hide 

association rule, taxonomy and are uniformly distributed [25, 

26]. There are numerous approaches to bother data for 

privacy conserving data mining. They include: suppression, 

ruffling, noise addition, rounding or coarsening, data 

swapping, aggregation, data shuffling, microaggregation, and 

encryption. On the other hand, the data publishing strategies 

involves k-anonymity, l-diversity, t-closeness, slicing, and 

the differential privacy use methods comprise of 

bucketization and generalization. Every technique has its 

own merits and demerits that are imperative for the stability 

of the selection of features and the data utility. 

In this paper, there have been three privacy conserving data 

mining algorithms, Algorithm 1, Algorithm 2 and Algorithm 

3, are employed. Algorithm 1 depends on data distortion 

methods and Algorithm 2 depends on slicing procedures, 

though Algorithm 3 depends on dogged noise addition 

strategies. 

 

6.1. Algorithm 1using Data Distortion Techniques 

The planned privacy protection algorithm employed in the 

present investigation has been presented in Fig. 2. Pseudo 

code for Algorithm 1 using Data Distortion Techniques is 

shown in Fig. 3. The data distortion procedure, otherwise 

called data ruffling or data randomization technique 

incorporates, additive data ruffling, multiplicative data 

ruffling, rotational data ruffling, and the methodology of the 

reconstruction tree. The data distortion procedure adjusts the 

touchy attributes within which their original qualities cannot 

be distinguished. However, their global properties continue 

as before and remain unaltered. The privacy protection 

algorithms that are reliant on mutilation are generally data 

concealing procedures, yet they do not govern any strategies 

of concealment. The privacy conserving algorithm toils at 

the single trait level. The data distortion technique 

exploitsthe analysis of association rules, followed by 

classification and clustering. The privacy-preserving data 

mining algorithm uses data distortion techniques combined 

with data shuffling, micro aggregation, value swapping, 

noise addition, and rotational techniques. 

 

 

 

          

          

             

           

 

   Figure 2: Proposed Methodology for Algorithm 1 using data distortion technique 

    

Input: Dataset with Selected Sensitive Attribute and Quasi identifier Attribute values 

Output: Apply Privacy Preserving Perturbation and return Dataset with perturbed Attribute value 

Start 

Select Attribute 

If the selected attribute is not sensitive or quasi identifier attribute Do nothing 

Else Apply data distortion techniques (Microaggreggation / Rotation / Shuffling / Value    

 Swapping / Noise Addition) according to the attribute domain values 

End 
Figure 3: Pseudo code foe Algorithm 1 using Data Distortion Techniques 
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Apply data distortion techniques (Microaggreggation / 
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End 
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6.2. Algorithm 2using Slicing Technique 

The planned privacy preservation algorithm operated in the 

trials is depicted in Fig. 4. Pseudo code for Algorithm 2 

using Slicing Technique is shown in Fig. 5. The slicing 

technique was employed in a blend with value swap and 

suppression procedure amid the aforementioned algorithm. 

The slicing procedure coordinates superbly with high-

dimensional microdata [27]. The slicing procedure breaks the 

microdata dataset vertically and on a level plane. Extremely 

correlated attributes are put in the slice block, and immaterial 

attributes are divided. The slicing strategy is more helpful 

than various procedures like bucketization and 

generalization. Besides that, the slicing procedure has an 

issue in uncovering certainties about the citizenry.  

 

Slicing produces invalid records because of the breakdown 

of records that will bring about a diminution in the data 

utility. An association of invalid traits can deliver invalid 

records all through the slicing procedure, by bringing about 

the revelation of privacy-sensitive data. Similarly, upon 

slicing, if there is a meaningless connection between the 

tuple values, the corresponding values are translated into 

purposeful values for greater data utility. Negative 

association rules must be recognized to extricate invalid 

records. The strategy of injection was exploited in [28] to 

diagnose negative association rules. Value swapping was 

applied to modify the slicing method for a negative 

association and background attack, and together the data 

utility is moved forward. Suppression or deletion technique 

has been considerately implemented to prevent the disclosure 

of sensitive data. Since the slicing strategy cannot anticipate 

identity revelations and for the expanded privacy of sensitive 

tuples, the generalization of columns with suppression 

rehearses was carried out.  

 

 

 

          

             

          

           

 

       

 

 

 

Figure 4: Proposed Methodology for Algorithm 2 using slicing technique 
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If the selected attribute is not sensitive or quasi identifier attribute Do nothing 

Else Apply slicing technique 

If the tuple is not Incompatible tuple D nothing 

Else Do incompatible tuple value swapping 

To prevent identity disclosure, do column generalization along with suppression technique 

End 

 

Figure 5: Pseudo code for Algorithm 2 using Slicing Technique 

 

6.3. Algorithm 3 using Calculated Noise Addition 

Technique 

 

The projected privacy protection algorithm [29] applied in 

the trials has been represented in Fig. 6. Pseudo code for 

Algorithm 3 using Calculated Noise Addition Technique is 

shown in Fig. 7. Amidst the proposed algorithm, the 

reckoned noise was inserted for the domain values of 

numerical traits, while the generalization methodology was 

kept functional for the domain values of categorical traits 

with respect to the known quasi-identifiers and delicate 

attributes. The algorithmic program intended for data mining 

for privacy preservation shields delicate data with influential 

feature selection stability and accuracy, and it can fabricate a 

model for more conspicuous data utility. 
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  Figure 6: Methodology of proposed algorithm 3 using calculated noise addition technique 

 

Input: Dataset with Selected Sensitive Attribute and Quasi identifier Attribute values 

Output: Apply Privacy Preserving Perturbation and return Dataset with perturbed Attribute value  
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End 

C End 

Yes 

No 
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Start 

Alter the attribute’s original value by a process of generalization of the value of the attribute N 

Allocation of a number for the range to N1 

The number assigned for N1 is mapped to a range 

End 

Figure 7: Pseudo code for Algorithm 3 using Calculated Noise Addition Technique 

 

7. EXPERIMENTS 

Various data mining tools are available in the market 

including WEKA, R, Orange, Rapid Miner and Tanagra [30]. 

In the experiments, R is used as a data mining tool. 

7.1. Methodology 

The planned methodology for the privacy safeguarding 

algorithms is as per the following:  

 

a) Quasi-identifiers are chosen to make use of the ranking 

strategy for information gain. 

b) Statistical properties for trial datasets, for example, 

mean, standard deviation and variance are dogged. 

c) For trial datasets, the CFS feature selection algorithm 

was linked. 

d) The accuracy for chosen traits is dogged before privacy-

protecting ruffling. 

e) Quasi-identifier attributes and sensitive attributes are 

disrupted by the privacy conserving algorithm. 

f) For privacy-conserved datasets, factual properties, for 

example, mean, standard deviation and variance are 

dogged. 

g) The CFS feature selection algorithm has been linked to 

privacy preserved datasets. 

h) Feature selection stability guesstimates of the privacy 

conserved datasets are dogged by employing Kuncheva 

Index KI.  

i) The accuracy for chosen traits is dogged after privacy 

conserving ruffling. 

j) Statistical properties, feature selection stability, and 

accuracy are analysed for the datasets conserved for 

privacy and for the privacy conservation algorithms. 

7.2. Datasets Used 

The two datasets employed in the investigations are the 

Census-Income (KDD) [31] and the Insurance Company 

Benchmark (COIL 2000) [31] datasets. The datasets are 

acquired from the KEEL dataset repository. Table 1 

demonstrates the datasets virtues. Within the chronicled 

datasets, the census dataset has each categorical and 

numerical values, while the Coil 2000 dataset simply has 

numerical values. 

 

 

 

 

 

Table 1: Characteristics of datasets Census and Coil 2000 

S. 

No. 

Datasets 

Characteristics 

Datasets 

Census Coil 2000 

1 Type Classification Classification 

2 Origin Real World Real World 

3 Instances 143228 9782 

4 Features 41 85 

5 Classes 3 2 

6 Mislaid Values Yes No 

7 Attribute Type 
Numerical, 

Categorical 
Numerical 

 

7.3. Result Analysis 

The graded traits are accomplished by reckoning the 

information gain with admiration for the class, and by taking 

into account the significance of a trait. It was consummated 

with the Information Gain IG feature selection algorithm. 

Upheld by the graded attributes, the quasi-identifiers are 

determined and selected for privacy conserving ruffling 

along with prickly attributes. The algorithms Algorithm 1, 

Algorithm 2, and Algorithm 3 perturb the quasi-identifiers 

and sensitive traits of the trial datasets. Each domain value of 

the chosen trait has been changed for a hundred percent 

privacy preservation so that a trespasser or mischievous data 

miner even with noteworthy background information cannot 

be positive about the precision of a re-identification. 

 

The Fig. 8, underneath exhibits the statistical properties of 

the attribute ‘Atr 0' of the original and perturbed 
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experimental dataset Census which has been developed. 

From the chart, it has been known that there are minor 

alterations in the measures of the statistical properties of the 

original and perturbed data sets for the attribute 'Atr 0' due to 

privacy preserving perturbation. 

For instance, Fig. 9, presented underneath exhibits the 

histogram of the attribute ' Atr 0' of the original and modified 

test dataset Census that operates Algorithm 3. The diagram 

demonstrates that the recurrence of the trait values of the 

original and changed datasets as almost equivalent. 

 
 

 

 

 

Figure 8: Stability in % for 'Atr 0' of Census datasets in terms of statistical properties measures after privacy preserving 

perturbation 
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Figure 9: Histograms of ‘Att 0’ attribute of original and perturbed Census dataset using Algorithm 3 

The Fig. 10, given below demonstrates the boxplot image of 

the trait ‘Atr 0' of the original and changed probationary 

dataset Census. From the chart, it us identified that there are 

minor alterations in the statistical properties of the 

guesstimates of the original and adjusted datasets for the trait 

'Atr 0' due to privacy conserving perturbation. 

   

Figure 10: Boxplots of ‘Att 0’ attribute of original and perturbed Census dataset using Algorithm 3 

The CFS feature selection algorithm was applied to choose 

attributes from every original and privacy-preserved dataset 

and the search procedure exploited in the trial was BestFirst. 

The CFS algorithm is filter-predicated and along these lines 

it does not team up with any classifier inside the selection 

strategy. Over fitting is abridged by a 10-fold cross-

validation. BestFirst rehearses greedy hillclimbing to look 

for the region of attribute subsets and is upgraded with 

backtracking capabilities. BestFirst can seek in reverse once 

it starts with the complete set of traits or can pursuit forward 

once it starts with the vacant set of traits or inquiries toward 

every path at any point by demanding that all single trait 

augmentations and cancellations are contemplated at a 

specified point. 

 

The number of traits chosen has been kept up in an ideal 

range, as the stability of the selection of features augments 

up to the ideal number of pertinent traits and after that 

declines. The statistic qualities, for example, mean, variance 

and standard deviation of both the original and the revamped 
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dataset numerical attributes are then estimated. The 

endeavours for statistical recitals are directed to the privacy 

conserved datasets for corroboration.  

 

Feature selection stability guesstimates of the dataset Census 

and dataset Coil 2000 are gauged with the stability measure 

Kuncheva Index KI and the outcomes are recorded in Fig.11. 

In view of the KI, the greater cardinality esteem does not 

influence the stability of the feature selection and hence was 

exploited as a stability measure during the investigations. 

The stability of the selection of features together with the 

data utility is antagonistically linked to the discrepancy of 

the dataset, for instance, like the ruffling of the datasets. 

 

The algorithms for privacy protection have created 

practically unswerving stable feature selection outcomes in 

light of the statistical properties of the numerical attributes of 

the bothered datasets. The Coil 2000 dataset has all the 

numerical traits, while the Census dataset has categorical and 

numerical traits. Furthermore, it was found from the 

repercussions that the Coil 2000 dataset is significantly more 

stable than the Census dataset because it just encompasses 

numerical traits. 

The stability of the selection of features and the data utility 

are correlated. Since the feature selection stability 

repercussions for the privacy preservation algorithms are 

workable, the accuracy of the privacy conserved datasets 

remains nearly equivalent as before ruffling. 

 

In the experimental studies, the accuracy results are given 

priority over other measures such as precision, recall, F1-

score, ROC, AUC because there is tradeoff among privacy-

preserving perturbation, feature selection stability, and 

accuracy. In this way, the planned algorithms for privacy 

protection have been seasoned with two utterly diverse 

datasets for privacy conservation, the stability of feature 

selection, and data utility. Moreover, the trial outcomes have 

demonstrated that the operation of the algorithms on 

investigational datasets prompts a stable selection of features 

with an unassailable accuracy. Table 2 condenses the 

measures of the steered experimentation on the trial datasets 

alongside the kinfolk with feature selection stability and 

accuracy. 

 

Table 2: Summary of feature selection stability and accuracy measures for datasets Census and Coil 2000 for 

Algorithm 1, Algorithm 2 and Algorithm 3 

Experimental Results 

Algorithm 1 Algorithm 2 Algorithm 3 

Census 
Coil 

2000 
Census 

Coil 

2000 
Census 

Coil 

2000 

Feature selection stability 

exploiting Kuncheva 

Index KI 

0.82 0.87 0.86 0.91 
0.89 0.93 

Overall accuracy before 

ruffling 
73.78% 75.93% 73.78% 75.93% 

73.78% 75.93% 

Overall accuracy after 

ruffling 
66.36% 68.94% 69.73% 71.62% 

71.85% 72.61% 

The Accuracy of chose 

features before ruffling 
78.83% 81.79% 78.83% 81.79% 78.83% 81.79% 
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The Accuracy of chose 

features after ruffling 
73.26% 75.92% 74.42% 77.86% 76.52% 78.72% 

 

The measures of the investigational outcomes of the three 

algorithms are almost the same. Nevertheless, Algorithm 3 

offers a slightly better recital than the other two algorithms, 

as displayed in the diagram below in Fig. 11. Conversely, the 

outcomes of Algorithm 2 are slightly better than Algorithm 

1, because it rehearses the slicing technique that has better 

consequences than the data distortion techniques of 

Algorithm 1. 

8. CONCLUSION 

The present era’s microdata are high-dimensional hence 

feature selection is considered as an indispensable dimension 

lessening approach. However, the stability of the selection of 

features is crucial for choppy datasets like privacy-conserved 

datasets as stability is generally data-centric.  The privacy 

preserving data mining concerns both privacy and security of 

citizenry, as well as, the data utility. In order to protect the 

data that are sensitive to privacy, the dataset must be 

perturbed after exploiting a few methods that will disturb the 

stability of the feature selection, since the stability of the 

feature selection depends upon the data in greater extents. In 

particular, researches that keep up the stability of the feature 

selection for such choppy privacy preserved datasets must be 

explored as selection stability so as to correlate data utility in 

future. The present paper investigates the trade-off amongst 

ruffling of a dataset for the preservation of privacy, the 

stability of selection of features, and data utility for choppy 

privacy preserved datasets. 

 

 

Figure 11: Feature selection stability and accuracy measures for datasets Census and Coil 2000 for Algorithm 1, Algorithm 2 and 

Algorithm 3 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Feature selection

stability exploiting

Kuncheva Index KI

Overall accuracy before

ruffling

Overall accuracy after

ruffling

Accuracy of chosen

features before ruffling

Accuracy of chosen

features after ruffling

Algorithm 1 Census Algorithm 1 Coil 2000 Algorithm 2 Census

Algorithm 2 Coil 2000 Algorithm 3 Census Algorithm 3 Coil 2000



          MohanaChelvan.et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(2), March - April 2020, 1218 – 1233 

1232 
 

9. FUTURE WORK 

In view of the findings of the present research paper it is 

concluded that the characteristics of dataset greatly influence 

the feature selection stability results, especially for choppy 

datasets like the privacy preserved datasets. Hence it is 

identified that the application of privacy-preserving 

techniques need not have much influence upon the 

characteristics of datasets. The future selection can be 

extended using artificial intelligence and the former can be 

applied for privacy-preserving techniques for better feature 

selection stability results and accuracy. Apart from accuracy, 

other measures such as precision, recall, F1-score, ROC, and 

AUC can also be analysed to evaluate the algorithms in 

diverse ways.  
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