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ABSTRACT 
 
Epilepsy is the maximum common brain disease which has 
been spreading largely around the arena. It takes place 
because of excessive or synchronous strange activities in 
human brain. To degree the electric seizure pastime of mind 
many technology and techniques had been developed. Nearly 
80% of people with epilepsy stay in low- and center-earnings 
countries. It is estimated that as much as 70% of people 
residing with epilepsy should stay seizure-free if well 
diagnosed and handled. The chance of premature demise in 
humans with epilepsy becomes three times more than for the 
overall population. Three quarters of people with epilepsy 
living in low-profits nations do now not get the remedy they 
want. In many parts of the arena, human beings with epilepsy 
be afflicted by stigma and discrimination. Epilepsy is 
characterized by means of surprising bursts of extra energy in 
the mind, manifesting as recurrent seizures. Epilepsy 
continues to be now not properly understood whilst compared 
with other neurological disorders. This paper provides an 
overview of detection and classification era for the reason of 
EEG seizure. Time frequency transforms and system learning 
plays an important function in extracting meaningful facts.  
The overall performance of detection and classification 
techniques of the researchers is the primary focus of the 
paper. 
 
Key words: Electroencephalogram (EEG); Epileptic 
Seizures; Epileptic Seizure prediction;, feature extraction;  
Similarity Measure ;Time frequency techniques.  
 
1. INTRODUCTION 
 

Epilepsy is a continual neuron disordered  related  situation 
that influences about fifty million peoples throughout the 
world, which makes Epilepsy a usual neurological illnesses 
globally in step with the report of WHO(World Health 
Organization),June,2019[1]. EEG is a controlling technique 
that uses more than one electrodes located alongside the brain 
scalp to degree electric interest of mind generated by means of 
the neocortex nerve cells. The prognosis of detection of 
seizure is analyzed by a neurologist, however can be hard to 

 
 

identify in the early stages. Epileptic seizure detection 
manually sports from EEG quantification could be time 
ingesting in particular within lengthy observations. 
Therefore, computer aided epileptic seizure detection has 
been considered as a completely appropriate generation for 
the seizure hobby [2], [3]. Seizures are manifested inside the 
EEG as paroxysmal events characterized through stereotyped 
perpetual waveforms that boost in amplitude and frequency 
afore decaying ultimately. Nevertheless, seizures must be 
detected as early as viable in order that the medicine can be 
furnished right away to control the seizure without further 
effects. In the current literatures, a huge quantity of research 
work had been achieved with diverse signal processing 
strategies to extract functions for evaluation and reputation of 
epileptic seizure. In these specific methods, the main 
employed strategies include transforming techniques 
(wavelet transform, Fourier transform, etc.), nonlinear 
dynamic analysis (various entropies, and many others.), and 
information-structured time-frequency decomposition 
techniques empirical mode decomposition (EMD) [4-6]. 
Copious quantity of researches has been achieved to 
ameliorate the detection, prognostication and knowledge of 
epilepsy. Up gradations and implicative insinuations at the 
subsisting methods as a result of arguments are but in 
discussion term.  

One of the most exhilarating methods in epileptic seizures 
presage and detection is the procedure of growing 
computational techniques termed as classifiers. The primary 
objective of these research is to precisely decide the epileptic 
EEG states by the processing of extracted EEG features. In 
this article, we have offered an in depth assessment of the last 
ten years research findings of eminent researches cognate 
with the detection and prognostication of seizures. The  
essential  contribution  is  a  path  for developing  technology  
that  support  epilepsy  treatment  in the course of  
development[7].  Along with this, an in depth description 
approximately Electroencephalographic alerts, Epileptic 
seizures, are supplied. 

The paper is organized as follows: Section-2 presents the 
details of EEG signal, section-3 presents seizure detection 
and classification process, section-4 presents the review of 
Seizure detection and prediction technique, section -5 
presents conclusion and reference.  
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2. EEG SIGNAL DETAILS 
 

EEG signal contains an intricate facts provided for 
perpetual seizures. EEG evolve into an immense areas of the 
encephalon seizure [8]. The electrical activity from the 
cerebrum and termed them as EEG signals [9]. The  EEG  
signal  betokens  the  superposition  of encephalon  activities  
which  are  taken  as  variation of electrical activities over  the 
scalp.  The  EEG  signals  absorb  a  consequential amount  of  
information  concerned  with  the function of the encephalon. 
Genuinely, the greatest challenges in EEG signals are 
considered to be the nonlinear quandaries, which inhibition 
the relegation prosperity rates, always.  

However, with the fast development of signal processing 
techniques, the signal-processing technique based method 
named local mean decomposition (LMD) assumed as the 
most suitable method to solve the nonlinear problem 
[10].Signal processing is employed to handle issues related to 
EEG analysis such as data compression, detection and 
relegation, reduction of noise, signal disseverment. Seizure 
prognostication predicated on analysis of EEG signals [11]. 
 
3.  PROCESS OF DETECTION AND 
CLASSIFICATION OF SEIZURE 
 
For the management of epilepsy, the system provides 
clinicians with specified seizure data [12].  Seizures can be 
either from a selected location or from the complete brain 
[13].  In standard, as seizures are discovered from time to time 
and unpredictably, automated seizures detection can be 
achieved through signal processing transforms.  Since EEG 
signals are having widespread strategies of frequency 
evaluation for clinical functions. An abundant of researches is 
to be had in the literature worried with automatic 
identification of epileptic seizures.  Here, we've carried out an 
intensive overview of a number of those noteworthy 
researches. The steps for identifying and relegating the 
activities of epileptic seizures are described in Fig.1 and 
mentioned in Appendix-1. 
 
3.1 Preprocessing  

 
It lets in eliminating noise from the EEG signal generated 

at some point of the data acquisition. The procedure of 10-20 
EEG recording gadget can suffer from contaminations and 
accordingly generate ambiguous scheme an apt recording of 
sign approaches will capable of minimize the noise generated. 
The preprocessing level depend on the software dataset type 
used and complexity of the algorithm in phrases of 
computation time [14]. 
 
3.2 Feature extraction  

 
Feature extraction   from the EEG signals have mostly 

amplitude-based capabilities in time domain, time-frequency 
distribution provides Instantaneous Frequency based 
functions [15]. The overall performance of seizure detection 
and classification system relies upon especially at the 
high-quality of the extracted features 
 
3.3Feature Selection 

The extracted features from the EEG indicators which 
might be accumulated from distinctive patients. The feature 
reduction may be carried out the use of ICA (Independent 
thing analysis) to lessen the computational time of the 
classifier. The statistical extracted features are provided as 
input to the classifier for categorization. This permits 
choosing informative features for desirable relegation. 
 
3.4 Training phase  

The training phase follows the steps such as   preprocessing 
or filtering, feature reduction or feature extraction [8]. During 
this phase, the model parameters determine the existences of 
seizures. This step entails sizable computation and is carried 
out offline earlier than implementation for seizure detection. 
It also can be up to date as more statistics are accumulated. 
 
3.5 Classification 

The relegation step receives features and identifying 
germane class of either seizure or non-seizure utilizing a 
relegation process. Different relegation methods often used 
are Artificial Neural Network (ANN), Least Square Support 
Vector Machine (LS-SVM) and K-Nearest Neighbor (k-NN), 
Multilayer perceptron neural network (MLPNN), Naive 
Bayes. The efficiency of seizure detection and relegation 
depends on features extracted from different signal 
processing transforms. This paper reviews some of ANN 
based classification whose details are mentioned in the 
following section. 

 
3.5.1 Multilayer Perceptron Neural Network (MLPNN) 

 
 The MLPNNs with the ability to learn and generalize are 

most commonly used classifiers in EEG analysis and seizure 
detection. They need smaller training set and work fast with 
less complexity in implementation. In the MLPNN, the signal 
xi and the strengths of the individual correlation weights wpq 

are multiplied at hidden layer units. The output yq is then 
computed as a function of the summation as: 

                                  
(1) 

The output is given by  

                             (2) 
Where ydq is the desired output and yq is the actual output. 

Each weight wqp is tuned to decrease Sum as fast as possible. 
Depending on the training algorithm employed the wqp value 
is set for the computation. The ANN model development 
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primarily focuses on the training algorithms. A suitable 
training algorithm can result in the better model for 
prediction. An optimized training algorithm can also reduce 
the training time. The back propagation algorithm is 
relatively easy to implement in which a search of an error 
using gradient descent is carried out. However, the error 
remaining in the local minima for indefinite time is a major 
challenge in the back propagation algorithm. The long 
training sessions is another major concern in the back 
propagation algorithm.  

 
3.5.2 Least Square Vector Machine (LS-SVM) 

The SVM classifier reduces error and increases the 
boundary to classify data. The LS-SVM method is based on 
using a quadratic error criterion with equality constraints as 
an alternative to a quadratic programming for SVM. The. The 
least squares formulation of SVM and contains the equality 
constraints. For two-class SVM, decision function is as 
follows: 

= sign [ T f(x) +b1]                      
(3) 

Where b1-bias, and f(x) is a function which maps x. To get 
w and b values, we can write 

                  
(4) 

Minimize 
Subject to equality constraints 

         (5) 
Where xi and yi are N input output pairs. 
 

3.5.3 Nearest Neighbor 
It is a non-parametric Supervised learning method in 

which magnificence labels can be saved. The data may be 
classified also. The KNNs are an instance of example 
primarily based supervised getting to know wherein nearest 
neighbor value k is used to make class. The classifier takes the 
selection about the elegance label. 

 
3.5.4 Native Bayes 

The Bayesian classifier is a statistical method for 
classification.. This classifier uses Bayes theorem, and 
naively presupposes that the predictors are conditionally 
independent for the given class of data [52]. 

The naive Bayes assumption is given the class label: 

                            (6) 
These classifiers allocate observations to the most probable 

class. The algorithm works as: 
1. An estimation of the densities of predictors inside each 

class. 
2. Modeling subsequent probabilities according to Bayes 

theorem, i.e., for all k = 1,...,K, 

            (7) 
Where Y is the random variable equivalent to the class 

index of a sample set, X1,...,XP are the random predictors, and 
π(Y=k) is the former probability for a class index k. 

 

4. REVIEW OF CLASSIFICATION AND SIMILARITY 
MEASURE BASED APPROACHES  
 

Temko et al. (2011) proposed a support vector machine 
classifier which is a multi-channel patient-independent 
seizure detection procedure to differentiate between seizure 
and non-seizure signals and achieves89%detection 
[15].Sorrensen et al. (2010) proposed a completely unique 
approach exploitation the matching Pursuit formula for 
feature extraction. The extracted features are combined with 
the SVM classifier and achieved a sensitivity of 78% [16]. 
Luigi Chiski et al. (2010) planned an answer depends on 
autoregressive modeling with SVM for binary relegation. 
[17]. 

Petersen EB et.al (2011) projected a long monitoring 
system for EEG that mechanically detects seizures, that is 
beneficial for designation and treatment of brain disease. The 
analysis work investigates the spike-and-wave behavior 
throughout absence of seizures. The seizure characteristics 
are captured and classified by employing a SVM. This work 
was given a brand new graphical image supported by the 
topographic distribution on the scalp. The proposed seizure 
detection technique shows result of sensitivity of 99.1 %, 
positive prognostic price of 94.8 %. [18]. Acharya UR et al. 
(2011) presented an automatic system which utilizes HOS 
(Higher order statistics) features to use in classifiers for the 
detection of classes.  It was found that the SVM achieves 
98.5% [19]. Kharbouch A et al. (2011) presents the quandary 
of authentic-time seizure detection from intracranial EEG 
(IEEG). The research work presented and evaluated utilizing 
a machine-learning approach and detected 97% and 
sensitivity was 100% [20].Liu Y et al.,(2012) presented a new 
wavelet-predicated automatic seizure detection technique and 
achieve a sensitivity of 94.46% and a specificity of 95.26% 
with an erroneous 0.58/h  detection rate is achieved[21]..Xie 
S et al,(2012) developed a novel model to capture 
discriminative desultory states of EEG signals by utilizing 
wavelet components and engenders a 100% relegation 
precision for sundry relegation tasks. The proposed relegation 
model performs 99% overall relegation precision University 
of Freiburg dataset [22]. 

Direito B et al.,(2012) proposes a consummately unique 
procedure to spot the sundry states of the epileptic encephalon 
using Hidden Markov Model (HMM). This method applied to 
ten patients plagued bifocal seizures, and achieves precision 
of 89.31% [23]. Rabbi AF et al., (2012) presented a multistage 
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fuzzy rule-predicated rule for convulsion onset detection. 
Fuzzy rules strategy made on iEEG datasets of twenty patients 
having 56 seizures and achieves95.8% sensitivity with 0.26 
per hour detection rate [24]. Roshan Ecstasy Martis et al 
(2012) presents a live of neural electrical activity in 
encephalon recorded on scalp and features are extracted by 
employing EMD decomposition.  The performance of 
relegation of 95.33%, 98%sensitivity, and 97%specificity is 
achieved utilizing C4.5 call tree classifier [25]. Ardalan 
Aarabi et al. (2012) developed a consummately unique 
patient-categorical rule-predicated seizure presage system for 
focal cerebral mantle encephalopathy. Five uni-variate 
measures together with correlation entropy and dimension, 
amplitude, Lempel-Ziv complexness, and most immensely 
colossal Lyapunov exponent still joined measure quantity, 
interdependency, extracted from iEEG. The system was tested 
on eleven patients with medically incompliant focal cerebral 
mantle encephalopathy and achieved sensitivity of 79.9% and 
90.2% with a median mendacious presage rate of 0.17 and 
0.11/h, severally [26]. 

Kris Cuppens, et al.in 2012 provided a completely unique 
approach of detection myoclonic jerks throughout sleep 
employing a video rather than ancient graphical record 
primarily based systems. This sort of approach is useful 
because it assists in up the standard of sleep of patient because 
it permits them to sleep with none electrodes connected. The 
rule accustomed notice seizure is predicated on 
spatiotemporal interest points (STIPs), projected by Ivan 
Laptev. The classification is completed via SVM and provides 
a sensitivity of over seventy fifth and a PPV of over eighty 
fifth.[27]. AS Zandi et al., (2013) utilized a moving window 
analysis with variational Bayesian Gaussian coalescence 
model for relegation and achieves a 88.34%sensitivity, rate of 
0.155 h-1 erroneous presage, and a 2.5 min median presage 
time [28].Li et al. (2013) provided a time-domain technique 
for seizure prognostication that is primarily predicated on 
spike price estimation. The envelope detection has been done 
by utilizing Morphological operations and averaging. This 
approach achieves rate of 0.09/h fake-alarm prognostication 
and a sensitivity of 75.8% [29]. 

Wang et al. (2013) provided a wavelet-predicated 
thoroughly on-line adaptive seizure presage contrivance [30]. 
The author proposed KNN classifier achieves a sensitivity of 
73% and 67% specificity. Haiping Lu, et al. (2013) 
recommended a gadget to detect epilepsy using color based 
video evaluation. This is a unique technique which makes use 
of neither any electrode nor any sensor. It analyses colored 
pajamas to analyze limb movement. It deploys Gaussian 
fashions in historical background modeling and detects limbs 
with graph-cut-based segmentation. The consequences of this 
technique are akin to EEG primarily based structures [31]. 
Daou and Labeau(2014) proposed  a wavelet-predicated 
approach for seizure detection from EEG signal [32].Sahar 
Nesaei et al. (2014) proposed a unique technique utilizing 

wavelet packet transform (DWPT) approach for detection of 
epileptic seizures in intracranial EEG. In this research work, 
the Lyapunov exponent of the DWPT is taken into 
consideration with (SVM) classifier to discover epileptic 
seizure. The proposed scheme utilized the Freiburg dataset 
and gets the results of sensitivity of a 100% [33]. Ram Bilas 
Pachori et al.(2014) supplied a pristinely incipient technique 
for relegation. The proposed method utilized (EMD) and the 
second one-order difference plot (SODP). It has been 
identified from SODP that the characteristic area of first and 
2d IMFs shows experimental results on EEG database 
[34].Oliver Faust et al., (2015) reviewed   wavelet techniques 
for automated analysis of seizure detection.  A  multi 
paradigm  technique  based totally  on  the  combinations  of  
wavelets,  nonlinear  dynamics  and  chaos principle,  and  
ANN which achieves a  totally  prognosis  of  epilepsy[35]. 

Noha S.Tawfik et al.(2015), introduces a novel automatic 
seizure detection by utilizing Weighted Permutation Entropy 
(WPE) and a SVM classifier model. The proposed technique 
is applied on loads authentic EEG alerts and the ability is 
compared primarily predicated on sensitivity, specificity and 
precision which withal manifests high robustness towards 
noise assets [36]. Sharmila et al., (2016), proposed discrete 
wavelet rework utilizing linear and nonlinear relegation 
models. The detection is analyzed by utilizing naïve Bayes 
(NB) and K-NN classifiers with features of DWT. NB 
classifier performs a precision of 100% by utilizing the 
University of Bonn, Germany dataset. [37]. 

 Enamul Kabir et al. (2016) presented a singular evaluation 
system which makes utilization of mathematical functions 
predicated consummately on finest allocation technique with 
logistic model trees. The EEG features obtained is alimented 
into the relegation model to discover seizure events. The 
effects exhibit very exorbitant performances for each 
magnificence, and adscititiously shows the consistency of the 
technique in the reiterating flow. The results of the mentioned 
technique outperform EEG signal detection utilizing the 
equal EEG dataset [38]. Bashivan et al. (2016) proposed a 
novel approach for mastering such representations from 
multichannel EEG time-amassment, and exhibit its 
advantages in relegation task. In 1st phase the EEG activities 
converted into a series of multi-spectral features and in the 
next phase the deep recurrent convolutional network has been 
trained for classification which upgrades classification 
precision over modern methods on this field [39]. In 2017, 
Snehal V. Tonpe, et al. Proposed a Micro Sensor based 
method for detection of EEG seizure. This technique is used a 
wearable tracking tool which consisted of an accelerometer 
and a microcontroller. The accelerometer detected movement 
even as the microcontroller anticipated the seizure and if a 
seizure prevalence changed into showed then the 
microcontroller brought on an audio-video alarm [40]. 
QiYuan et al., (2017) proposed a unique technique predicated 
on the weighted ELM for seizure detection. (i)To get time and 
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frequency visualization of EEG data, the wavelet packet 
transform is employed.(ii)To quantify the intricacy of the 
EEG time amassment, sample fit regularity statistic is utilized 
as the nonlinear characteristic. The G-mean is utilized to 
evaluate the overall performance and achieves 
G-implicatively insinuate of 93.96%, occasion-primarily 
predicated 97.73% sensitivity and fake alarm charge of 0.37/h 
are achieved [41]. 

TurkyN.Alotaiby et al., (2017) provided seizure 
predication approach counting on the common spatial pattern 
primarily based on feature extraction of scalp EEG signals. 
Multichannel EEG indicators are identified and divided into 
overlapping segments for both preictal and interictal periods. 
The common spatial pattern are used for classification. A 
LDA classifier, that's then used within the checking out 
phase. A go away-one-outcross-validation approach is 
followed in the experiments. The experimental effects for 
seizure prediction obtained from the information of 24 
sufferers from the CHB-MIT database display that the 
proposed predictor can reap 0.89median sensitivity, 0.39 
mean false prediction charge and an average prediction time 
of 68.71 minutes using a120-minute prediction horizon [42]. 
Bhattacharyya et al.(2017a) proposed empirical  wavelet  
transform   with random forest classifier and accomplished 
99.4% accuracy, 97.9% sensitivity and 99.5% specificity [43]. 
Further Bhattacharyya et al. (2017b) proposed Tunable-Q 
wavelet transform based on multiscale entropy degree for 
computerized category of epileptic EEG indicators with SVM 
classifier and performed accuracy of 98.6% [44]. Sharma et 
al.(2017) proposed an incipient approach of  analytic  
time-frequency  flexible  wavelet  remodel  and  LS-SVM and 
accomplished sensitivity of 100%[45].U. Rajendra Acharya et 
al. (2017) developed a computer aided design contrivance to 
distinguish the magnificence of EEG signals automatically  
by the utilization of system studying techniques.  For 
evaluation of EEG signals, convolutional neural network has 
been employed. This work proposed a thirteen-layer deep 
convolutional neural network (CNN) and achieves 88.67% 
precision, 90.00% specificity, and 95.00% sensitivity 
respectively [46]. 

B. AL-Bokhity et al. (2017) proposed a Short-Time Fourier 
Transform (STFT) and WTfor denoising and features 
extraction. Four different EEG types (i.e. Salubrious human 
beings, Epileptic people throughout the seizure-unfastened c 
program language period (Interictal), Epileptic humans in the 
course of seizure c language (Focal) and Epileptic humans at 
some stage in seizure interval (Nonfocal)) are classified via 
the utilization of a (MLPNN) classifier. The integration of 
STFT and WT achieves 94.4 % which significantly 
outperforms the preceding [47].Arijit Ghosh, Anasua Sarkar 
et al. In 2017 got here up with a technique to hit upon epilepsy 
the utilization of ECG signal acquired at the preictal level of 
length spanning to five minutes. The approach utilized a 
transmuted Pan-Tompkins set of rules to stumble on epilepsy. 

They had done analysis on time area, frequency area, and 
non-linear functions [48]. Baumgartner C et al., (2018) 
proposed scalp EEG predicated seizure-detection algorithm 
and achieves 90% sensitivity. The application of 
scalp-EEG-primarily predicated seizure event detection 
systems which is restrained due to the fact patients might not 
abide sporting great electrode arrays for lengthy periods in 
mundane subsistence. [49].Ahmed I. Sharaf et al. (2018), 
provided a singular technique to apprehend and relegate the 
seizure events automatically by utilizing a keenly intellective 
computer-availed method. The proposed technique uses a 
tunable Q-wavelet to extract chaotic, statistical, and 
electricity spectrum features. An arbitrary classifier is 
inculcated for the category and presage of the different 
seizures. The firefly optimization is employed to reduce the 
authentic set of functions and engenders a reduced compact 
set [50]. Yanli Yang et al.,(2018) defined the unconventional 
software of permutation entropy  to make the dynamical 
adjustments of the brain interest from intracranial 
electroencephalogram for the prediction of  seizure. After 
preprocessing EEG data, permutation entropy was obtained 
and SVM has been employed and achieves94%mean 
sensitivity (SS) and fake prediction prices (FPR) of0.111 h−1 
and achieved 61.93min average prediction. The performance 
results  indicated that making use of PE as a characteristic to 
extract records and classification  by SVM ought to are 
expecting seizures, and the supplied method indicates superb 
ability in medical seizure prediction for human [51]. Most 
these days, in 2018, Isabell Kiral-Kornek, Subhrajit Roy, 
Ewan Nurse et al. finished a examine to lay out a machine to 
expect epileptic seizures the use of two powerhouse 
technologies; i.e Big Data and Deep Learning. IEEG facts of 
10 patients were obtained from a seizure advisory system. A 
machine changed into then designed which had 4 steps: step 
(i) involved a deep getting to know classifier to distinguish 
among preictal and interictal indicators; step (ii) was testing 
of classifier performance on held-out iEEG facts of sufferers. 
The statistics turned into additionally benchmarked in 
opposition to the overall performance of a random predictor. 
Step (iii) changed into a prediction system for sensitivity and 
time in a caution by the patient. Last step (iv) became the 
deployment of the wearable tool device on a neuro based chip 
for impartial operation. The prediction machine offers 69% 
mean sensitivity and 27%time warning [52]. 

Xiashuang Wang et al. (2019) proposed on this research 
together with Fourth-order Symlet wavelet, grid search 
optimizer and gradient boosting. Symlet wavelets are 
employed for feature extraction and grid search optimizer is 
utilized for training the classifier. The type precision of the 
gradient boosting system become in comparison with that of a 
conventional avail vector system and an arbitrary wooded 
area classifier constructed consistent with antecedent 
descriptions. Different indices have been used to assess the 
performance of proposed relegation scheme, which provided 
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higher relegation precision and detection efficacy that was 
reported in different research on 3-elegance category of EEG 
statistics [53]. Dattaprasad et al. (2019) proposed a nonlinear 
method of EEG characteristic extraction predicated at the RP, 
and RQA analysis. These features had been labeled the 
utilization of (ANN), (PNN) and (SVM). The SVM relegates 
EEG alerts with precision of 91.2 % is culled for relegation 
[54].Sheoran et al. (2019) proposed   a (TT- Transform) for a 
fine-tuned of involute time-axis spectrum. With the 
TT-Transform, the visual inspection on the time axis has been 
optically discerned to show potent in seizure event. 
TT-Transform is suggests frequency filtering noise reduction 
inside the time domain. The quadratic discriminant analysis 
utilized for classification and the impeccable class precision 
achieved as 100%.[55]. Umar Asif et al. (2019), presented a 
deep learning using multiple CNN model architecture for 
correct seizure identification. The experiments produces a 
weighted f1 rating of 0.98 for seizure detection for the 
benchmarks dataset [56]. 

Liu, J. et al.(2019) implemented  deep learning method by 
the utilization of a convolutional neural network. The 
approach achieves high precision by utilizing handiest one 
channel. The experimentation on a trendy check statistics set 
betokens a 90% or better precision on prevalent aspect [57]. 
Roozbeh Zarei et al. (2019) evolved a pristinely incipient 
scheme primarily predicated on Douglas-Peucker algorithm 
(DP) and predominant factor based on for extraction from 
seizure events. To analyze the performance of the proposed 
method, there are four system getting acquainted with 
strategies, K-NN, SVM, are applied. The proposed approach 
achieves the copacetic overall performance of 99.85% 
[58-59]. M. Shamim Hossain et al. (2019) used a deep CNN 
model for detection purpose. This approach engendered a 
mundane sensitivity of 90.00%, 91.65% specificity and 
macrocosmic precision of 98.05%. The model can identify 
seizures with a precision of 99.46% and ecumenical precision 
of 99.65%. [60-61]. Harshit Bhardwaj et al. (2019) proposed a 
modern GP where EMD approach is utilized for the 
characteristic extraction followed by genetic programming 
which is liable for the boom in class precision and a 
decrementation in time complexness. This classifier has a 
capability for as it should presage the seizure events for 
constructing a seizure event detection algorithm [62]. 

Seizure detection structures are able to detecting perpetual 
events and provide clinicians with concrete event information 
utilizable for the utilization of epilepsy. Different algorithms 
with detection methods are given in (Table-1) which is 
presented in Appendix-1. The sizably voluminous researches 
reviewed on the strategies applied for detection and presage, 
like neural networks, kindred attribute quantification, 
correlation and more. 
 

5. CONCLUSION 
In this paper, we have reviewed feature extraction 

techniques proposed to betoken the functionality of epileptic 
seizure for the purport of seizure type and detection. An 
epileptic seizure is a prognosticable event and an epileptic 
seizure prognostication machine can avail the patient in 
managing their situation more preponderant correctly. 
Identification of seizure and prognostication make adequate 
preparation for incipient and independently centered 
possibilities for the analysis of epilepsy. This  overview  
offered  a  survey  of  cutting edge   technology  for relegation 
and detection to  assist the  clinical records  wishes  all 
through  epilepsy  treatment. In our review process we have 
analyzed and presented different types of classification 
techniques and feature extraction techniques. Some of the 
ANN based classifiers are presented with short description. 
The table-1 provided   for quick reference of classification 
techniques and related accuracy, sensitivity and specificity 
from the year 2010 to 2019 research work. Also the table 
depicts the type feature extraction techniques based on time 
frequency transform. From the review of research work it is 
observed that the deep CNN classifiers are presenting proven 
results for detection and classification of elliptic seizures. 
Most of the researchers use University of Bonn, Germany and 
CHB-MIT dataset for the classification work. In some 
research it is observed that the researchers use hybrid 
transform technology for the purpose of detection and 
classification. Further studies can focus on optimizing the 
weights of deep CNN with hybrid soft computing 
technologies to decrease error rates and improve the 
performance of algorithms to maximize the prediction rate.  
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Figure1: Classification of seizure detection prediction steps 
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Table 1: Year wise research work on classification and detection of Elliptic seizure 

Sl 
No. 

Author/Year Seizure Detection 
method 

Detection Algorithm Results 

1 Sorrensen et 
al,2010[16] 

EEG-3channels SVM SEN-78%, FPR -0.16 to 5.31 
events/hr  

2 Chiski et 
al,2010[17] 

EEG multichannel  Least Square Estimator 
and  SVM classification  

SEN-100 % 

3 Peterson et 
al,2011[18] 

EEG-1-channel  WT+ SVM  SEN-99.1 % & PPV of 94.8 % 

4 

 

Temko et 
al,2011[15]  

EEG (8 bipolar) 
neonatal Seizures 

FFT+ SVM 
classification  

SEN-89 % 

5 Acharya et 
al,2011[19] 

EEG seizures /not 
stated 

Higher order spectra + 
SVM 

Detection accuracy 98.5% 

6 Kharbouch et 
al,2011[22] 

Intracranial 
EEG/Social epilepsy 

SVM classifier ACC-97%  

7 Liu et al,2012[21] CPS WT+ SVM 
classification. 

SEN-94.8 % & SPEC of 95.3%  

8 Xie et al,2012[22] EEG (6 channel). Wavelet + 1-NN 
classification method. 

ACC-99%  

9 Direito et 
al,2012[23] 

EEG-multichannel  Markov modeling  ACC-89.3% 

10 Rabbi et al,2012[24] Intracranial GTCS Fuzzy  SEN-95.8 % & FPR of 0.26 
events/hr 

11 Roshan Joy Martis et 
al (2012)[25] 

EMD Classification + 
regression tree (CART) 

ACC: 95.33%,SEN: 
98%,SPEC: 97% 

12 AS Zandi et 

al.,(2013)[28] 

moving window 

analysis 

Variational Bayesian 
Gaussian mixture 
model 

SEN-91-100% &  SPEC of 
100% 

13 Bhattavharyya  et  
al., (2017a) [43] 

EMD 

 

Random forest  
 

ACC: 99.4%,SEN: 
97.9%,SPEC: 99.5% 

14 Bhattavharyya  et  
al., (2017b) [44] 

Tunable Q-wavelet  
transform 

SVM ACC: 100% 
 

15 Sharma  et  al., 
(2017) [45] 

Analytic time 
frequency flexible  
wavelet transform 

LS-SVM SEN: 100% 

16 Rajendra(2017)[46] deep CNN  
Structure  
 

CNN ACC: 88.7%,SEN: 95%,SPEC: 
90% 

17 Yanli Yang et 
al.,(2018)[51] 

permutation entropy SVM ACC: 100%,SEN: 94%,SPEC: 
99% 

18 Xiashuang Wang et 
al., (2019)[53] 

Symlets wavelets, 

 

SVM ACC: 100% 
 

19 Sheoran et al., 
(2019)[55] 

TT-Transform Quadratic Discriminant 
Analysis 

ACC:100% 

20 M. Shamim Hossain 
et al., (2019)[59] 

correlation maps Deep CNN ACC: 99.46%,SEN: 
90%,SPEC: 91.65% 

 

 


