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 
ABSTRACT 
 
In this paper, the process of creating a Dependency Treebank 
for tweets in Urdu, a morphologically rich and less-resourced 
language is described. The 500 Urdu tweets treebank is 
created by manually annotating the treebank with lemma, 
POS tags, morphological and syntactic relations using the 
Universal Dependencies annotation scheme, adopted to the 
peculiarities of Urdu social media text. annotation process is 
evaluated through Inter-annotator agreement for dependency 
relations and total agreement of 94.5% and resultant weighted 
Kappa  = 0.876 was observed. The treebank is evaluated through 
10-fold cross validation using Maltparser with various feature 
settings. Results show average UAS score of 74%, LAS score of 
62.9% and LA score of 69.8%.   
 
Key words: Dependency parsing, low-resourced languages, 
treebank, Universal Dependencies, Urdu tweets.  
 
1. INTRODUCTION 
 
Rise of Web 2.0 technologies such as Twitter have initiated 
the appearance of new forms of textual data online. As a result 
of which, internet users who were previously just information 
consumers became information producers. This leads to a 
mass insurgence of an interesting new source of information. 
According to a recent research by [11], the number of people 
using Twitter has reached up to 326 million till date. Every 
day, these users post 500 million tweets which means, every 
second 5,787 tweets are produced. These tweets share many 
properties of spoken language. These tweets are often usually 
informal and are not carefully edited, often lack punctuation, 
and can include ungrammatical structures. In addition, the 
data often comprises spelling errors and creative use of 
language, resulting in large number of unknown words [14]. 
Moreover, the limited number of letters for each tweet 
stimulates creativity and encourages an innovative and 
non-standard language usage together with Twitter-specific 
elements like emoticons, hashtags, retweet tokens and 
usernames [8] in the content. Accordingly, such data is 
referred to as noisy user generated text [14] to represent these 
 

 

deviations from the conventions used in corpora of 
well-edited news text. 
 
Although, noisy and informal, such content may hold great 
value for applications such as language technologies, data 
analysis, sentiment analysis, event detection and opinion 
mining [16], [22], [34] to name a few. Nevertheless, prior 
studies e.g. [21], [10], [9] have shown that this noisiness 
prevents most natural language processing tools, particularly 
data-driven parsers to attain good performance on such data. 
These aspects highlight the need for parsers and parsing 
resources to be adapted to provide adequate coverage of such 
type of user-generated content. In response to this need, there 
has been growing number of research studies for parsing such 
noisy content for languages like English [9], [27], Italian 
[23], Arabic [2], and German [20] etc. However, Urdu 
language which is a widely spoken language in South Asia 
still lacks in this area of NLP.  
 
Amongst 7105 languages of the world, Urdu ranks 19th and is 
used in countries like Pakistan, India, Afghanistan, 
Bangladesh and Iran by more than 50 million regular users 
[26]. However, from language technology perspective, Urdu 
is still considered as a low-resourced language [19]. 
Extending coverage of NLP tools and resources to social 
media data can shed significant light on various scientific 
questions, be it in theoretical or contrastive linguistics, in 
linguistic typology, or in NLP itself [15]. 
 
Universal Dependencies (UD) [17] is a treebank building 
project whose goal is to create syntactically annotated corpora 
in a range of languages using shared annotation principles. 
Such an approach has the advantage of producing comparable 
linguistic annotation across corpora, which in turn facilitates 
research in cross lingual parsing and machine translation, 
linguistic typology and contrastive linguistics [15]. 
Analyzing the syntax of noisy user generated text such as 
tweets can benefit from such adaptability.  
 
In this paper, a new manually annotated treebank of Urdu 
noisy text (UNTDT) following UD guidelines is introduced 
together with a statistical parser model which is trained to 
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parse such noisy text. The new treebank also addresses social 
media-specific challenges which are not addressed by UD 
guidelines.  
The paper is organized as follows. In Section 2, a brief 
overview of previous research related to parsing of tweets is 
presented. Section 3 introduces UD framework for Urdu noisy 
text and the process of training the statistical parser and its 
evaluation is detailed in Section 4. Section 5 discusses the 
results of parser evaluation followed by conclusions in Section 
6. 
 
2. RELATED WORK  
 
Most of the attempts found in literature largely concentrate on 
PoS-tagging of tweets, though some studies on syntactic 
annotation are also present. English is still the most studied 
language. 
 
For English, [9] developed a 1,000 tweets and forum posts 
sentences dataset, with the purpose to investigate social media 
text parsing problems. Afterwards, other works endeavored to 
overcome these limitations by developing ad hoc training data 
resources for parsing. French Social Media Bank [25] 
followed this suite where a 1,700 user-generated sentences set 
was annotated with a modified French Treebank scheme [1], 
and TWEEBANK [12], constructed by manual addition of 
dependency parses to tweets extracted from [18]’s PoS-tagged 
Twitter corpus. 
 
[2] used bootstrapping for developing a UD based Arabic 
tweets dependency treebank.  A rule-based parser was used 
for creating a small treebank of 1,000 Arabic tweets. this 
treebank was used as seed training set by a data-driven parser 
for creating a bigger treebank. 6,738 Italian tweets were 
annotated within UD 2.0 framework by [22]. They evaluated 
the performance of two parsers on this dataset and found that 
their performance lagged significantly in comparison to their 
performance on the Italian UD Treebank. A new dataset of 
500 tweets within the framework of UD 2.0 was developed 
and annotated by [5], out of which 250 tweets are in African 
American English. TWEEBANK V2 was developed by [13] 
by completely labelling TWEEBANK V1 according to UD 
2.0 along with additionally sampled tweets, for a total of 
3,550 tweets. They found it challenging to create coherent 
annotations because of frequent ambiguities in tweets 
interpretation. Nonetheless, a pipeline for tokenizing, 
tagging, and parsing the tweets was trained by them, and 
ensemble and distillation models were developed for parsing 
accuracy improvement. [20] developed and annotated 
TweeDe, the first German Twitter treebank, as a new training 
and test suite for UD parsing. TweeDe includes more than 
12,000 tokens of informal private communication, annotated 
for PoS, morphology and UD syntactic dependencies. They 
also presented parsing baselines for their dataset, showing 

that combining small volume of in-domain Twitter data in 
combination with a larger out-of-domain data volume can 
yield parsing accuracies in the range of 83% (UAS) and 76% 
(LAS) on their new test suite. 
 
As far as literature is concerned, the work presented in this 
paper is the first step towards developing a dependency 
treebank for Urdu tweets which can benefit a wide range of 
downstream NLP applications such as information extraction 
and machine translation. 
 
3.  UD FRAMEWORK FOR URDU NOISY TEXT 
 
3.1 Corpus 
 
This study borrows the corpus of 500 (12,723 tokens) Urdu 
tweets for hand annotation from [4]. This corpus is already 
preprocessed to be used for machine learning and the tokens 
of the corpus are already tokenized which is the basic 
requirement of UD. 
 
3.2 Lemmatization 
 
Lemmatization is a method of extracting a root or dictionary 
form (lemma) of a given word. Especially for languages with 
rich morphology it is important to be able to normalize words 
into their base forms to better support for example search 
engines and linguistic studies. 
 
However, it is not possible to lemmatize token variations 
found in noisy text such as emoticons, email addresses and 
URLs; Twitter hashtags and Twitter at-mentions. Therefore, 
in such cases, the lemma remains the same as their word form 
 
3.3 POS Tagging 
 
17 POS tags are defined in UD specification with the 
requirement that all conforming treebanks use only these 
tags. New POS tags cannot be introduced in this universal 
POS tagset. However, language specific POS tags can also be 
used along with universal POS tags. UNTPOS, a new POS 
tagset for Urdu tweets by extending universal POS tagset 
proposed by [4] is used for language specific POS tagging. 
This tagset consists of 33 tags. The mapping between UD 
CPOS tagset and UNTPOS tagset is presented in Table 1. 

 
Table 1: CPOS Mapping with UNTPOS 

Mapping of UD-CPOS with UNTPOS 

CPOS UNTPOS CPOS UNTPOS 
ADJ ADJ 

ADV 
ADV 

ADP 
ADP NEG 

ADPT AUX AUX 
CCONJ CCONJ DET DET 

INTJ INTJ NOUN NOUN 
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INTJE PROPN PROPN 

NUM 

NUM 

PRON 

PRON 
NUMO PRONR 
NUMQ PROND 
NUMF PRONP 
NUMY PRONRD 

X 

ICO PART PART 
RET PUNCT PUNCT 
REP SCONJ SCONJ 
LINK SYM SYM 
HASH VERB VERB 

 
UNTPOS adopts same UD CPOS tags for tagging adjectives 
(ADJ), adverbs (ADV), conjunctions (CCONJ and SCONJ), 
auxiliary verbs (AUX), determiners (DET), nouns (NOUN), 
proper nouns (PROPN), particles (PART), punctuations 
(PUNCT), symbols (SYM) and verbs (VERB).  
 
As twitter usernames of form “@username” indicate a real 
user, UNTPOS considers twitter usernames (mentions) as 
PROPN. NUM category of numerals is expended by adding 
tags to represent Urdu cardinal (NUM), ordinal (NUMO), 
fraction (NUMF), quantitative (NUMQ) and multiplicative 
numerals (NUMY). Similarly, ADP is extended for 
representing Urdu prepositions (ADP) and postpositions 
(ADPT), PRON class expended to represent Urdu personal 
pronouns (PRON), possessive pronouns (PRONP), reflexive 
pronoun (PRONR), demonstrative pronoun (PROND) and 
relative pronoun (PRONRD).  
 
UNTPOS introduced new tags NEG, RET, REP, LINK and 
HASH, for tagging negations and twitter specific elements 
like retweets, replies, email address or web addresses and 
hashtags respectively.  Emoticons or emojis are classified in 
two categories. First category includes emoticons or emojis 
showing emotions (e.g. �, �, � etc.) and second category 
contains general emoticons or emojis (e.g. , �). As 
interjections express emotions, volition and moods, INTJ 
category is expended by introducing a new tag INTJE for first 
category, and a new tag ICO is introduced for second category 
in UNTPOS. 
 
3.4 Morphological Features 
 
The UD annotation schema defines a set of 21 morphological 
features across languages. Features are divided into the 
categories of lexical features and inflectional features. Lexical 
features are the characteristics of the lemmas, whereas 
inflectional features are the characteristics of the word forms. 
In contrast to the POS tag, the language specification allows 
treebanks to introduce morphological features that are not 
included in this universal inventory. This suggests that 
morphological features can be drawn from the extended 
compilation of morphological features of other languages 

(Zeman, 2008). Table 2 summarizes the morphological 
features used in Urdu tweet treebank annotation. 
 
Urdu nouns (common noun and proper noun) can have 
masculine or feminine gender, take singular or plural 
number, can be in first, second- or third-person form and have 
three cases: oblique, nominative and vocative. Adjectives 
(ADJ) have the gender, case and number features dependent 
on associated nouns. 

 
Table 2: Morphological Features of Urdu Noisy Text 

UNTPOS Tags Morphological Feature 
NOUN, PROPN Case=Nom, Acc, Voc 

|Gender=Masc, Fem 
|Number=Sing, 
Plur|Person=1,2,3 

ADJ Gender=Masc, Fem 
|Number=Sing, Plur| 
Case=Nom, Acc 

NUM, NUMO, NUMY, NUMF NumType=Card, Ord, Mult, 
Frac 

PRON, PROND,  
PRONR, PRONP,  
PRONRD 

Case=Nom, Acc | Gender=Masc, 
Fem | Number=Sing, Plur| 
Person=1,2,3 | PronType=Rel, 
Dem, Prs 

VERB, AUX Mood=Ind, Sub |Number= Sing, 
Plur | Person=1,2,3 
|Tense=Pres,Past,Fut | 
VerbForm=Fin,Inf,Part | 
Voice=Act, Pass | 
VerbType=Aux 

ADV, NEG AdvType=Deg, Man, Loc, Tim | 
Polarity=Neg | PronType=Neg 

ADP, ADPT AdpType=Prep,Pos  
DET Case=Nom, Acc | Number=Sing, 

Plur| Person=1,2,3 | 
Definite=Def, Ind 

PART, SCONJ, CCONJ, INTJ, 
INTJE,  X, RET, REP, LINK, 
HASH, ICO, PUNCT, SYM 

 
- 

 
Verbs (VERB) have complicated inflection among Urdu word 
categories. Verbs may be in form of first, second or third 
person, may either be singular or plural, may have three 
moods: perfective, subjunctive and Imperfective with two 
voices: active and passive and three tenses: present, past and 
future, with different characteristics in different moods. 
Moreover, verbs are also distinguished as auxiliary verbs 
(AUX) using morphological feature VerbType. For adverbs 
(ADV), AdvType feature is used to classify adverbs of time, 
location, manner and degree. Negations (NEG) are defined as 
part of adverbs (ADV) using features polarity and PronType. 
 
Pronouns are distinguished between personal (PRON), 
relative (PRONRD) and demonstrative (PROND) pronouns 
using PronType. Whereas possessive (PRONP) and reflexive 
(PRONR) pronouns are considered a subset of the personal 
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pronouns.  Pronouns also have case, person, gender and 
number features. For determiners and articles, the distinction 
between definite and indefinite articles and determiners is 
indicated by the Definite feature in the DET class. 
 
Urdu cardinal, ordinal, fraction and multiplicative numerals 
have single morphological category: NumType. Whereas 
quantitative numerals have the same morphological 
categories as adverb. Feature AdpType is used to distinguish 
between two types of adpositions: prepositions (ADP) and 
postpositions (ADPT). 
 
The other PoS tags for particles (PART), conjunctions 
(CCONJ, SSCONJ), interjections (INTJ, INTJE), 
punctuations (PUNCT, SYM), and the remainder class (X, 
ICO, REP, RET, LINK, HASH) do not have any features 
because they do not inflect. 
 
3.5 Syntactic Relations 
 
The Universal Dependencies V 2.0 grammatical relations 
listed in Table 3 are carefully followed for Urdu noisy text. 
however, there are some deviations from UD conventions due 
to noisiness in text which are explained below. No 
language-specific relations were included and csubj, 
csubjpass, expl, orphan and reparandum relations have not 
been implemented because they did not occur in our corpus 
but will be applied in future if found.  

 
Table 3: UD V 2.0 Relations 

Universal Dependencies V 2.0 Syntactic Relations 

acl ccomp discourse mark punct 
advcl clf dislocate

d 
nmod reparandu

m 
advmod compound expl nsubj root 
amod conj fixed nummod vocative 
aux cop flat obj xcomp 
appos csubj goeswith obl   
case dep iobj orphan   
cc det list parataxi

s 
  

 
For Urdu Noisy Text, hashtags, emoticons and emojis used at 
the end of sentence are marked with discourse relation. 
However, hashtags used in sentences are marked according to 
their role in a sentence. Example of emoticon annotation is 
shown in Figure 1, hashtag annotation is shown in Figure 2 
and Figure 3 shows annotation of hashtags used between 
sentences. 
 

 

Figure 1: discourse relation example 1 
 

 
Figure 2: discourse relation example 2 

 

 
Figure 3: discourse relation example 3 

 
In UNTDT, retweets are treated with dislocated relation. 
Example is shown in Figure 4. 

 
Figure 4: dislocated relation example 

 
URLs and email address in UNTDT are marked as list. 
Example is shown in Figure 5. 
 

 
Figure 5: list relation Example 

 
Since vocative relation is used to mark entity being addressed 
directly in the dialog, therefore, tweet mentions, and tweet 
replies are also treated as vocatives in UNTDT. Example is 
shown in Figure 6. 
 

 
Figure 6: vocative relation Example 

 
In UNTDT, tweet sentences in which emoticons/emojis are 
used in between words of a sentence; those emoticons/emojis 
are marked as xcomp as shown in Figure 7. 
 

 
Figure 7: xcomp relation example 
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3.6 Manual Annotation and Correctness Evaluation  
 
Since the corpus of 500 tweets (12,723 tokens) was borrowed 
from [4], it was already tagged with language specific 
UNTPOS tags. Manual annotation of the corpus with lemma, 
CPOS, morphological features and syntactic relations was 
done by two annotators. Both the annotators are native Urdu 
speakers having knowledge and command of the annotation 
process. The manual annotation was then revised and 
corrected by an expert, also a native Urdu speaker and has 
years of research and development experience in the field of 
NLP. WebAnno [28] is the primary software used for manual 
annotation, review, and correction process. 
 
To measure the reliability of syntactic relations, 
inter-annotator agreement (IAA) on the annotated tweets is 
calculated. Cohen’s Kappa [7] that measures the degree of 
agreement between the assigned labels, correcting for 
agreement by chance is used for computing IAA. The 
observed total agreement is 94.5% and resultant weighted 
Kappa reached  = 0.876, which indicates that the 
annotations are reliable [6]. 

4. PARSER TRAINING AND EVALUATION 
 
After manual annotation and revision of 500 gold standard 
tweets (12,723 tokens), a statistical parser model was trained, 
and a baseline parsing score intended to be used to compare 
future parsing models was established. MaltParser [29], a 
multilingual transition-based parser which provides 
numerous effective deterministic parsing algorithms capable 
of producing a dependency tree in linear or quadratic time 
was trained on this 500 gold standard tweets and its 
performance was evaluated through 10-fold cross validation 
technique. 
 
For parser performance evaluation, MaltEval [30] is used and 
Labelled Attachment Score (LAS), Unlabelled Attachment 
Score (UAS) and Label Accuracy (LA) are used as evaluation 
metrics. These three measures are basically token-level 
accuracies, that accounts for all test data tokens, giving equal 
weightage to each token in the evaluation. Formula for 
calculating LAS, UAS and LA are shown in equations (1), (2) 
and (3). 
 

&num ber of correct head dependency labelsLAS
total tokens

   (1) 

 
number of correct head labelsUAS

total tokens
       (2) 

 
num ber of correct labelsLA

total tokens
          (3) 

To test the impact of lemma, POS tags and morphological 
features on parsing performance, three different feature 
settings were used to train MaltParser models for 
experiments. The first feature setting includes word forms 
along with POS tags (CPOS + FPOS). The second feature 
setting includes the word form, lemma and the POS tags. The 
final feature setting includes the word form, lemma, 
part-of-speech and morphological features. The purpose of all 
these feature settings was to establish best performing feature 
set combination and a baseline score which can then be used 
to compare future parsing models. For training, Covington 
non-projective and LIBLINEAR learner algorithms of 
MaltParser were used. 

5. RESULTS  
The average results of 10-fold cross validation experiments 
are shown in table 4. Although, there was just a minor 
difference between average scores of the three parser feature 
model settings, the model with best average UAS score of 
74%, LAS score of 62.9% and LA score of 69.8% was the one 
which utilized information from the word form, lemma, both 
CPOS and FPOS tags and morphological features.   
 

Table 4: Average 10-fold Cross Validation Result 
Model LA UAS LAS 

Form+POS 68.7 73.1 61.8 
Form+Lemma+POS 69.26 73.85 62.03 
Form+Lemma+POS+Feats 69.8 74 62.9 
 
While comparing baseline scores with other smaller size 
treebanks; the Irish treebank [31] with 300 sentences had an 
accuracy of 63.3% for LAS and 73.3% for UAS. Tamil UD 
treebank with 600 sentences resulted in an accuracy of 64.8% 
for UAS and 56.3% for LAS, Buryat treebank (418 sentences) 
yielded an accuracy of 65.44% for UAS and 43.29% for LAS 
and Romanian treebank (633 sentences) reported 68.4% for 
UAS and 56.4% for LAS [32]. Yorùbá Treebank [33] with 
100 sentences had an accuracy of 63.12% UAS and 53.07% 
LAS. All these treebanks are of standard well-edited text 
languages whereas UNTDT comprised of non-standard texts 
i-e. tweets. Therefore, the results achieved on baseline can be 
deemed as promising on this small dataset. At the time of this 
study, there were no similar works available for Urdu noisy 
text to compare our work with. However, in terms of other 
language’s noisy treebanks, the largest one is German tweets 
treebank tweeDe, with more than 12,000 tweets.  tweeDe has 
an accuracy of 80.65% UAS and 72.69% LAS [20]. 
PoSTWITA-UD, an Italian tweet treebank is second largest 
Tweet treebank with 6,700 tweets and has an accuracy of 
86.95% UAS and 81.5% LAS [22]. In comparison to these 
treebanks, UNTDT is small in volume. However, it is 
expected that with increase in training data, parsing accuracy 
will significantly increase. 
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6. CONCLUSION 
With the aim of developing a gold standard corpus for 
training and testing of statistical dependency parser on social 
media text, this paper presents a new dependency tree bank 
for Urdu noisy text, UNTDT. The treebank is manually 
annotated at morphological and syntactic level by adopting 
UD framework to the particularities of social media text by 
two annotators. The consistency and correctness of this 
treebank is checked by a linguistic expert while 
inter-annotator agreement for dependency relations was also 
calculated with observed total agreement of 94.5% and 
resultant weighted Kappa  = 0.876. Currently, the treebank 
has 500 gold standard Urdu tweets with 12,723 tokens. A 
10-fold cross validation of this treebank using Maltparser 
with various feature settings was also performed with best 
average UAS score of 74%, LAS score of 62.9% and LA score 
of 69.8%.   
 
Future work includes further expansion of the treebank 
developed in this study and the development of parsers based 
on this dataset to aid further research in Urdu NLP where the 
lack of training data has remained an obstacle. The treebank 
developed in this study is publicly available at: 
https://github.com/amberbaig/Urdu-Noisy-Text. 
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