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ABSTRACT 
 
Quality assessment of the security of sensitive information 
being sent over or stored in a medium is vital in the world of 
computing and communications. Hash-based message 
authentication codes (HMACs) is a tool that provides such 
security check using a cryptographic hash function coupled 
with a secret key. In this paper, an enhanced key generation 
algorithm of HMAC-MD5 using XOR bitwise operator and 
left circular shifting is proposed. Six randomness tests from 
the NIST statistical test suite are performed to the proposed 
method which is implemented on the existing Travel Order 
Management System. Results showed that the binary 
sequence of the generated key is random in all tests as P-
values passed the minimum significant level. The computed 
P-values are as follows: Frequency (Monobit) Test = 0.503, 
Frequency Test within a Block = 0.349, Run Test = 0.553, 
Test for the Longest Run of Ones in a Block = 0.022, 
Approximate Entropy Test = 0.325, and Cumulative Sums 
Test = 1.000. This means that the generator provides 
unpredictable random sequence of key.  
 
Key words: circular left shifting, Hash-based message 
authentication codes, MD5, randomness, XOR bitwise 
operator.  
 
1. INTRODUCTION 
 
Cryptography is the most commonly used technique in 
protecting data from the hands of the attackers. The secrecy 
of the data is done through the translation of the information 
into unintelligibly form which could not be understood by 
anybody except the real sender and intended recipient which 
knows the secret key [1]-[5]. Among the many applications 
of this technique, authentication is widely used in various e-
commerce activities, e-government business information, 
and internet information.  
 
In cryptography, a Hash Message Authentication Code 
(HMAC) is a type of message authentication code (MAC) 
calculated using a specific algorithm involving a 
cryptographic hash function in combination with a secret 
key. As with any MAC, it may be utilized to validate both 
the authenticity and integrity of the message at the same  

 

time. Further, HMAC's cryptographic strength basically 
relies on the quality and size of the key, hash output length in 
bits, and the cryptographic strength of the chosen hash 
function [6], [7]. One of the well-known hash algorithms is 
MD5 due to its extensive availability and shorter length [8]. 
 
Since cryptanalysists are continuously drawing efforts in 
terms of designing different attacks to break hash algorithms, 
much work is required to increase the strength of the HMAC 
function so that its resistance will escalate against attacks. 
Much studies have proposed different techniques to make 
HMAC more resistant against attacks especially exhaustive 
and birthday attacks. To determine how secured these 
techniques are, various assessments or evaluations such as 
avalanche effect, brute-force attack, randomness, and 
cryptanalysis were performed to provide validation of their 
performance [9], [10]. 
 
Meanwhile, there are different thoughts, some think that in 
order to make HMAC non-vulnerable, existing underlying 
hash function in HMAC with more secure hash functions 
must be replaced, while others think that it is the key which 
should be random and unpredictable enough to decrease the 
vulnerability of the HMAC algorithm. As a matter of fact, 
random number is widely used in cryptographic applications, 
which is mainly used as key. In view of the fact that the 
security of the key totally depends on the amount and 
randomness of itself, it is very important to produce random 
numbers.  Pseudo-random MD6 compression, large random 
prime numbers, and lookup tables using random numbers are 
the existing methods to generate a key which makes it more 
protected and harder to predict [11], [12]. 
 
Hence, this paper extends to measure and analyze the 
randomness test of our proposed key generation of HMAC-
MD5 which is implemented to an existing application system 
[9]. 
 
2.  EXISTING HMAC ALGORITHM 
 
Naqvi and Akram (2011) proposed a modified HMAC to 
improve its strength against attacks (e.g. Birthday Attack and 
Exhaustive Key Search Attack) [11]. This served as the 
baseline of the modified HMAC algorithm. Its architecture is 
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shown in Figure 1 and steps for computation of HMAC-
MD5 are as follows: 

 
 

Figure 1: HMAC Algorithm [11] 
 

a. Compute the secret key ܭ by using MD6 function. 
b. If the key has length longer that ܾ (i.e. 512 bits), hash 

function ℎ is used to hash the key ܭ to a ܾ bit long 
string ܭା or padded zeroes if the key is shorted than 
512 bits. 

c. XOR (bitwise exclusive-OR) ܭା with ipad value 
which is constant 0X36 repeated ௕

଼
 times to generate 

the block ௜ܵ of ܾ-bit length. 
d. Append ݉ with ௜ܵ. 
e. Operate ℎ on the stream produced in step (c). 
f. XOR ܭା with opad which is constant value OX5C to 

produce the block ܵ଴ of length ܾ-bit. 
g. Attach the hash output computed in step (d) with ܵ଴. 
h. Apply ℎ to the output computed in step (g) to finally 

get HMAC. 
 
It has been proven that MD6 keeps some cryptographic 
properties such as pseudo randomness, unpredictability, 
parallelism, and others. Hence, the key generated by MD6 
compression function becomes more random and harder to 
attack or forge. This implies escalating collision resistance of 
HMAC. 
 
3. PROPOSED KEY GENERATION ALGORITHM 
 
3.1 Framework 
Figure 2 shows the flowchart of the proposed key generation 
algorithm to enhance HMAC. The key generation starts by 

hashing the plaintext using MD5 hash function. After getting 
the hash value of the plaintext, XOR bitwise operator was 

 
 
Figure 2: Flowchart of the Proposed Key Generation Algorithm of 

HMAC 
 
applied between each character. Finally, the result underwent 
left circular shifting. Each major component of the proposed 
algorithm is briefly discussed below. 
 
a. MD5 
MD5 (Message-Digest algorithm 5) is commonly used 
cryptographic hash function whose main purpose is to 
examine the integrity of files. This hash function produces a 
128-bit hash value, typically expressed as a 32-digit 
hexadecimal number, and has been used in a wide variety of 
security applications [13]-[15]. Users can always verify the 
integrity of the information after it is received since MD5 
hash algorithm always generates similar output with that of 
given input. As a one-way operation, a hash function alters 
size of information into a shorter one with a fixed size to 
avoid similarity of characters [16]. Then, the resulting hash 
value is compared to the hash value being sent with 
information. If the two values are equal, this result entails 
that the information sent has not been modified. Therefore, 
the assurance of the integrity of the information is present. 
 
MD5 cryptographic function operates 32-bit words. Let ܯ be 
the message to be hashed. To make the length of the message 
(in bits) equal to 448 mod 512, the message is padded. The 
padded message must be 64 bits less than a multiple of 512. 
The padding is composed of single bit then pad enough zeros 
to attain the required length. Even if the length or size of ܯ 
happens to be the same as 448 mod 512, padding is always 
utilized. The resulting bits should have at least one-bit of 
padding, and not more than 512 bits of padding. Then the 
length or size of the message (translated to bits) before 
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padding is appended as a 64-bit block. 
 
b. XOR Bitwise Operator 

The following algorithm is used to perform XOR bitwise 
operator in generating the key of HMAC.  
Input : hash value of plaintext n = h(plaintext) 
temp = n[0] 
for x = 1 to n.length -1 

temp= temp ⊕ n[x] 
v= v | temp   

end for 

temp = n[n.length-1] ⊕ n[0] 
v=v | temp 
 

It begins with accessing the first character of n and 
performing bitwise XOR (bit-level operation) to adjacent 
character. Each resulting value is concatenated to v. At the 
end, XOR bitwise operator is applied between the first and 
last character. Sample bitwise XOR operation is found in 
Table 1. 

c. Left Circular Shifting 

Left circular shifting is applied on each character of the 
XORed key. Afterwards, the number of shifts is calculated 
and convert each character into binary value. Finally, the 
resulting binary values are converted to corresponding 
ASCII characters. The following algorithm is utilized for left 
circular shifting operation. Figure 3 illustrates the graphical 
representation on how left circular shifting works. 
 
Input : XORed key v=XOR(h(plaintext)), 

c_l_s=length(plaintext) mod 7 
Output : Key generated 
for x=1 to 32 

v[x]=v[x] << c_l_s 
end for 
k=v 

Table 1:  Sample Result of XORed Key 

Key = 5D451402ABC4B2A76B9719D911017C592 

Value 1 Operator Value 2 Result 
5 XOR D q 
q XOR 4 E 
E XOR 1 t 
… … … … 
… … … … 
f XOR 5 S 

XORed Key =  

 
Figure 3: Process of Left Circular Shifting 

 

 
Figure 4: Login Page of the Travel Order Management System of 

DMMMSU-SLUC 

After the design of the proposed key generation algorithm of 
HMAC, it was implemented into an existing Travel Order 
Management System (TOMS) of Don Mariano Marcos 
Memorial State University – South La Union Campus. 
Figure 4 shows the login page of the Travel Order 
Management System of DMMMSU-SLUC. In view of the 
fact that the proposed algorithm focused on password 
authentication, we gathered passwords of the faculty 
members and staff and digital signatures of the 
administrators of DMMMSU-SLUC. These data served as 
input to determine the performance evaluation of the 
proposed key generation algorithm. A total of 350 faculty 
members, 70 staffs, and 10 administrators have their own 
password to login to Travel Order Management System. 
These data were enough already to test the capability of the 
proposed algorithm against attacks.  
 

3.2 Performance Evaluation 
The proposed key generation algorithm of HMAC was 
evaluated through randomness tests which is also an 
important property of a cryptography algorithm block cipher 
to ensure that the algorithm is lack of pattern or predictability 
key. We adopted six tests among the 16 tests in NIST 
Statistical Test Suite [17] because of their applicability in the 
study. 

a. Frequency (Monobit) Test 

This test pertains to the proportion of zeros and ones for the 
entire binary sequence. Also, it determines whether the sum 
of zeros and ones in a binary sequence are approximately the 
same as would be expected for a truly random binary 
sequence.  Frequency (Monobit) test assesses the closeness 
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of the fraction of ones to ଵ
ଶ
 wherein the count of ones and 

zeros in a binary sequence should be equal.  All subsequent 
tests depend on the passing of this test; there is no evidence 
to indicate that the tested sequence is non-random. Equation 
1 is used to calculate frequency test. 

ܲ − ݁ݑ݈ܽݒ = ݂ܿݎ݁ ቀ௦೚್ೞ
√ଶ
ቁ                     (1) 

where, 

݂ܿݎ݁ =
2
ඥ݌

ර ݁ି௨మ݀ݑ, ௢௕௦ݏ =
|ܵ௡|
√݊

ஶ

௭
 

 

b. Frequency Test Within a Block 
This test is about the proportion of ones within M-bit blocks. 
It determines whether the frequency of ones in an M-bit 
block is approximately ெ

ଶ
, as would be expected under an 

assumption of randomness. To do this test, the following 
equation is used: 

ܲ − ݁ݑ݈ܽݒ = ݅݃ܽ݉ܿ(ே
ଶ

, ௖
మ(௢௕௦)
ଶ

)               (2) 

c. Runs Test 
This test corresponds to the total number of runs in the 
binary sequence, where a run is an uninterrupted sequence of 
identical bits.  An exact k similar bit for a run of length k 
should be attained and is bounded before and after with a bit 
of the opposite value. Moreover, runs test aims to determine 
whether the expected number of runs of ones and zeros for a 
random binary sequence is the same as the computed number 
of runs for different lengths. Particularly, this randomness 
test confirms whether the oscillation between such ones and 
zeros is too slow or too fast. Equation 3 is applied to do the 
test. 

ܲ − ݁ݑ݈ܽݒ = ݂ܿݎ݁ ൤|௏೙(௢௕௦)ିଶ௡௣(ଵି௣)|
ଶඥଶ௡௣(ଵି௣)

൨             (3) 

d. Test for the Longest Run of Ones in a Block 
The focus of the test is to check if the length of the longest 
run of ones within M-bit blocks is consistent with the 
expected length in a random sequence. It can be observed 
that an irregularity in the expected length of the longest run 
of ones would mean that there is also an irregularity in the 
expected length of the longest run of zeroes.  For this reason, 
only a test for ones is required. Equation 4 is used to do this 
test. 

ܲ − ݁ݑ݈ܽݒ = ݅݃ܽ݉ܿ ቂ௄
ଶ

, ௖
మ(௢௕௦)
ଶ

ቃ                 (4) 

e. Approximate Entropy Test 
Its main attention is the frequency of all possible overlapping 
m-bit patterns across the entire binary sequence. The purpose 
of the approximate entropy test is to compare the frequency 
of overlapping blocks of two consecutive or adjacent lengths  

(݉	ܽ݊݀	݉ + 1) against the expected result for a random 
binary sequence. The following equation is used to complete 
approximate entropy test. 

ܲ − ݁ݑ݈ܽݒ = ݅݃ܽ݉ܿ(2௠ିଵ, ௖
మ

ଶ
)                  (5) 

f. Cumulative Sums Test 
This test is related to the maximal excursion (from zero) of 
the random walk defined by the cumulative sum of adjusted 
(−1, +1) digits in the given binary sequence. It ascertains 
whether there is too small or too large cumulative sum of the 
partial sequences occurring in the tested binary sequence 
compared to the expected cumulative sum for random 
sequences. This cumulative sum may be allowed as a random 
walk. The excursions of the random walk should be near 
zero for a random sequence.  On the other hand, the 
excursions of the random walk from zero will be large for 
certain types of non-random sequences. To do this test, (6) is 
applied. 

ܲ − ݁ݑ݈ܽݒ = 1− ෍ ቈΦቆ
(4݇ + ݖ(1

√݊
ቇ−Φቆ

(4݇ − ݖ(1
√݊

ቇ቉

ቂ௡௭ିଵቃ
ସ

௞ୀ
ቂ௡௭ିଵቃ
ସ

 

+ 	 ෍ ቈΦቆ
(4݇ + ݖ(3

√݊
ቇ− Φቆ

(4݇ + ݖ(1
√݊

ቇ቉

ቂ௡௭ିଵቃ
ସ

௞ୀ
ቂି௡௭ ିଷቃ

ସ

		(6) 

4. SIMULATION RESULTS 
 
Considering the latter mentioned implementation scenarios, a 
thorough experimentation was carried out using the modified 
key generation of HMAC. Among the 16 tests in the NIST 
test suite, only six tests are appropriate in this study which 
are useful in studying and evaluating the binary sequences of 
the generated key. In table 2, results of these statistical tests 
are shown in which each P-value is the probability that a 
perfect key generator would have produced a binary 
sequence less random than the binary sequence that was 
tested, given the kind of non-randomness assessed by the 
test.  

 
It is worthy to mention that all tests acquired a P-value less 
than 0.01. This means that the sequence of secret key is 
random. Surprisingly, the binary sequence of the key appears 
to have a perfect randomness for cumulative sums test as the 
computed P-value is equal to 1. Further, the results also show 
that the generator is suitable for cryptographic application in 
view of the fact that the generated keys are unpredictable. 
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Table 2: Results of Randomness Tests on the Proposed Key 
Generation of HMAC 

Category P-Value 
Frequency (Monobit) Test 0.503 
Frequency Test within a Block 0.349 
Run Test 0.553 
Test for the Longest Run of Ones in a Block 0.022 
Approximate Entropy Test 0.325 
Cumulative Sums Test 1.000 

 
 
5. CONCLUSION AND FUTURE WORK 
 
This paper proposed a modified key generation using 
HMAC-MD5 to increase the security of key against various 
attacks. The proposed method applied XOR bitwise and left 
circular shifting to produce a 255-bit hash size. To evaluate 
the binary sequences produced by the proposed key 
generator, six statistical tests were conducted. The results 
showed that the random number generator is secured enough 
for key generation which is implemented in the existing 
Travel Order Management System.  

 
In future work, the optimization of the proposed key 
generation program is considered in hardware 
implementation. This might help in reducing memory and 
power consumption. 
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