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 
ABSTRACT 
 
A huge variety of software systems are relied upon in such 
domains as aviation, healthcare, manufacturing and robotics, 
and therefore, h systems and that they are reliable. Software 
defect prediction helps improve software reliability by 
identifying potential bugs during software maintenance. 
Traditionally, the focus of software defect prediction was on 
the design of static code metrics, which help with predicting 
the defect probabilities of a code when input into machine 
learning classifiers. While machine learning techniques such 
as Deep Learning technique, Ensembling, Data Mining, 
Clustering and Classification are known to help predict the 
location of defects in code bases, researchers have not yet 
agreed on which is the best predictor model. This paper will 
use 13 software defect datasets in evaluating the performance 
of the different predictor models. The results show that 
consistency in high accuracy prediction was achieved using 
Ensembling techniques.  
 
Key words: software, software defect prediction, machine 
learning, classification, clustering, ensemble learning. 
 
 
1. INTRODUCTION 
 
As the dependency and complexity of software grows, the 
demands for maintainable and high-quality low-cost software 
grows with it. However, for reduced maintenance in software 
operation and software quality improvement to be actualized, 
there is need for a software defect prediction system [1,2,3]. 
Having an early detection system in place will enable fast 
delivery of maintainable software since it will allow for timely 
correction of the detected faults [4]. A number of studies have 
developed certain metrics that can be used as the foundation 
of models in detecting any faults the software might encounter 
in operation during the initial stages of the software 
development life cycle. 

  
Over the last 30 years the field of software engineering has 
had a growing interest in software defect prediction. The 
 

 

current scope of defect prediction encompasses (a) 
classification of software component’s defect-proneness into 
the not defect-prone and defect-prone classes, (b) unearthing 
any association among defects, and (c) give an estimation of 
the remaining defects in software systems [5]. For the 
purposes of this study, our focus will remain on the first scope. 
 
Modules/classes in Software Defect Prediction (SDP) can be 
categorized into two: fault-prone and not fault-prone. SDP 
models can be constructed using the fault data and the 
software metrics obtained from previous software releases or 
similar software projects [6,7]. After constructing the model, 
it can be integrated into current projects and help classify all 
the modules/classes as being fault-prone or not fault-prone 
[8]. Using these results, the software practitioners can now 
make an informed decision to work on all the fault prone 
areas during the early stages of development. For example, if 
only 30% of testing resources have been assigned to a certain 
software, having knowledge of all the fault-prone areas will 
ensure that all the available resources are allocated towards 
the correction of the modules/classes in these areas [9]. 
Thereby, resulting in a high quality and maintainable that is 
of high-quality and produced with the given time frame and 
budget [10]. 

 
A significant part of SDP research activity is focused in the 
detection of whether software components are defect prone or 
not by relying on using software metrics drawn from the code 
[11]. While different machine learning algorithms have been 
used in helping with the classification of software 
components as being defect-prone or not by trying to fine 
rules or patterns within data, none of them has proved to be 
accurate on a consistent basis. Some of these techniques used 
include mixed algorithms, parametric models, machine 
learning methods and statistical methods. However, before 
concluding on whether this problem is largely unsolvable, 
there is need for the identification of the best prediction 
technique to help with predicting a problem based on the 
context. 

 
This study will rely on open source software repositories to 
investigate key software defect prediction models such as 
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ensemble techniques, clustering and classification [6]. By 
giving clues about these models, and how they react with 
different datasets, we do hope that results obtained in this 
study will help increase confidence in them. Key findings of 
this study show that the use of stacking multiple classifiers 
can be of use to defect prediction. 
 
2. LITERATURE REVIEW 
 
There are four types of machine learning task which include 
reinforcement, semi-supervised, unsupervised and supervised 
learning. Though supervised and un-supervised learning 
remain the most popular task group. 
 
Supervised learning is machine learning technique that 
involves the use of labelled training data, which houses 
various training examples to infer a function.  The training 
example consists of an input object and the desired output 
value and includes the regression and classification of 
supervised learning tasks [12]. The regression classification 
task focuses on continuous range model building while the 
classification learning task focuses on building predictive 
model that functions within a discreet range. Example of 
supervised machine learning methods include support vector 
machine, neural network, linear regression, Bayesian 
learning, instance based learning, rule learning and learning 
classification [13]. 
 
Unsupervised learning enables systems to examine all the 
data to identify any patterns caused by common examples 
without knowledge of the presence or the number of patterns 
available in the data set. It also known as learning from 
observation and key examples include clustering, sequential 
pattern mining and association rule mining [13,14]. 
 
The rapid growth of research in machine learning has 
resulted in the creation of different learning algorithms that 
can be used across different applications [15]. Additionally, 
the ability of machine learning algorithms to solve-real world 
problems will often determine its ultimate value making the 
reproduction and application of algorithms in new tasks 
critical to the field’s progress. However, the current research 
landscape features numerous publications regarding software 
fault prediction model development. These can be placed into 
categories based on ensemble, clustering and classification 
methods. 
 
A.  Classification methods 
A study by [6] records performance measures of 0.8573, 
0.8685 and 0.7795 when using the ANFIS, ANN and SVM 
algorithms. Their study is based on data obtained from 
PROMISE Software Engineering Repository.  They also 
deployed McCabe software metrics in their study. 
In a bid to reduce the time and costs by finding the total 
number of defects using the ID3 classification algorithm, 

Naidu & Geethanjali [16] concludes by classifying the defect 
into five parameters including Time, effort, difficulty, length, 
program and value estimator. Singh and Salaria [9] 
developed a model using the Levenberg-Marquardt (LM) 
algorithm based neural network tool in a bid to explore the 
fault prone of early software testing for all data drawn from 
the PROMISE repository of empirical software engineering 
data. The accuracy of the LM was then compared to that of the 
polynomial function-based neural network. The LM recorded 
higher level of accuracy compared to the polynomial 
function-based neural network at 88.1%. 

 
Aleem et al [5], after suing various machine learning methods 
to conduct a study on 15 datasets (KC3, KC1, CM1, AR6, and 
AR1 etc) found out that bagging, multilayer perceptron 
(MLP) and support vector machine (SVM) achieved high 
levels of performance and accuracy.  

 
An investigation done by [17] relied on a novel benchmark 
framework in evaluating and predicting software defect. The 
activities involved evaluating and comparing different 
learning schemes to the selected one and using it to build a 
predictor that has all the historical data [1]. This predictor is 
now ready to predict any defect in any new data. 

 
B.  Clustering methods 
When using the function cluster to increase the performance 
of the software prediction model, Tan et al [10] managed to 
upgrade the model’s precision and performance from 73.8% 
and 31.6% to 91.6% and 99.2% respectively.  
 
According to Kaur and Sandhu [18] the k-mean based 
clustering approach has an accuracy of 62.4% in fault 
proneness of object-oriented programming. The model 
building relied on the EM and X-means clustering algorithms 
drawn from the AR3. AR4 and AR5 promise repository data 
to aid in the prediction of software faults. The experiment, 
which involved normalizing data set 0 to 1 followed by the use 
of the CfsSubsetEval as the applied attribute selection 
algorithm yields an accuracy level of (90.48) in X-means 
clustering algorithms for dataset AR3 compared to other 
models. 
 
C. Ensemble approaches 
In an attempt to address the use of the ensemble approach in 
software fault prediction, Shanthini & Chandrasekaran [19] 
tried to use the ensemble approach to conduct model building. 
The data was categorized into package level, class level and 
method level. The metrics used in the method and class level 
paired with the data for the package relied on NASA KCI data 
using ensemble methods such as voting, staking, boosting and 
bagging. From the experiment, bagging was a better ensemble 
method compared to the rest at both the package and method 
level [20]. When using the AUC-curve at the method level, 
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the performance measurement includes voting (0.63), staking 
(0.79), boosting (0.782) and bagging (0.809). As for the 
package level, the performance measurement was voting 
(0.76), staking (0.72), boosting (0.78) and bagging (0.82). 
The metric level recorded the following (0.82), staking (0.8), 
boosting (0.74) and bagging (0.78), although not similar to 
other metrics relying on the AUC-curve. 

 
A study by Kaur & Malhotra [15], records an AUC of 0.81, an 
F-measure of 75, a recall of 79%, a precision of 72% and an 
accuracy RF of 74.24%. In their experiment, Kaur & 
Malhotra relied on a JEdit open source software with 
object-oriented metrics in evaluating the use of random forest 
in an open source software to predict fault prone class. 

 
Peng et al [20] evaluates the use of ensemble approaches in 
the prediction of software faults with an analytical 
hierarchical process. They drew 10 publicly NASA MDP data 
that relied on 13 different performance measures. The 
ensemble method used is staking, Boosting and Bagging and 
records a result accuracy of 92.53% for a decision tree base 
classifier. 
 
3. SDP MACHINE LEARNING ALGORITHMS 

 
This section presents the algorithms used in the evaluation. 
The study compared supervise learning algorithms such as 
Linear SVC, Maximum vote classifier, Light GBM, Gaussian 
Naïve Bayes classifier, Passive Aggressive classifier, Xgboost 
and Extra Tree Classifiers. Unsupervised learning methods 
involved the comparison of clustering techniques such as 
Stacking classifiers, GMM and mini-batch K-means 
algorithm against each other. 

 
A. Maximum Voting Classifier (MVC) 
The maximum voting involves a number of classifiers 
constantly generating predictions and testing the resulting 
data. The final prediction is determined by looking onto 
which had the most votes (more than half) [21]. Different 
classifiers can be combined to increase the accuracy of this 
algorithm. The maximum voting classifier works in the 
following way: 

(a) Use both ET and RF classifiers on the training data 
(b) Record the performance of both classifiers and come 

up with a comparison 
(c) Conduct voting with every step/observation 

 
B. Extra Tree Classifier (ET) 
This algorithm works on randomizing a tree building much 
further through numerical input figures in a case where a 
significant part of the induced tree’s variance falls under the 
choice of the optimal cut point [22]. The algorithm would 
switch to using bootstrap copies in the vase of random forests 
rather than finding the optimal cut off point for all the 

randomly chosen K features on every node. The selection of 
the cut of point is random. This method is ideal for cases 
involving large number of varying numerical features. The 
method’s smoothing yields greater accuracy while reducing 
any computational challenges associated with determining 
the location of optimal cut-off points in both random forests 
and standard trees. 
 
C.  Passive Agressive Classifier (PAC) 
Under Passive, the model is retained if it falls under the right 
type of classification. In aggressive mode, any incorrect 
classification should be updated to help account for the 
misclassified example. While under passive it shows the lack 
of sufficient information prevents updates. Under aggressive 
terms, having a better model will help you modify any 
mistakes since the last time you were wrong. 

 
D. Xgboost 
Xgboost is a tool belonging to the Distributed Machine 
Learning Community (DMLC) and is popular for its 
increased performance and speed when it comes to 
gradient-boosted decision trees. Xgboost was first designed 
and used by Tianqi Chen  in the year (1995) and has worked 
as a way to provide a boost to machines. It has gone through a 
number of iteration by various developers. 

 
In tree boosting algorithms, eXtreme or XGBoost are used to 
aid in the exploitation of all hardware and memory resources 
available, allowing for its deployment in computing 
environments, tuning the model and enhancing the algorithm 
[20]. There are three techniques of gradient boosting in 
XGBoost, include: stochastic boosting, Regularized Boosting 
and Gradient Boosting. Additionally, it is very effective in the 
tuning and adding regularization parameters, optimal use of 
memory resources and reducing the time used in computing 
activities. XGBoost can also perform on the trained model’s 
added data, allow parallel structures and takes care of any 
missing value (Sparse Aware).  

 
E. Light Gradient Boost Model (LGBM) 
When determining optimality, this algorithm assumes that 
when the K-Means algorithm uses the one-pass over input 
data, it optimizes the K-Means to increase the production of 
the centroids.  Multiple passes over input data will reduce the 
running time since costs in largescale computations will 
increase after having to go through a large data set. In a 
simplified version, this algorithm uses incoming points as 
basis for a new cluster or assigns them to a nearby cluster and 
makes a decision regarding distances to the closest cluster 
using an adaptive scale parameter. 
 
F. Gaussian Mixture Model (GMM) 
This is a parametric model used in examining the probability 
distribution of features or continuous measurements in a 
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biometric system in the form of a weighted sum of Gaussian 
component densities (parametric probability density 
function). The estimation of GMM parameters is done using 
the iterative Expectation-Maximizations (EM) algorithm 
from a prior model to the training data. 
 
G. Stacking Classifier 
In the world of Netflix and other competition, stacking has 
proved beneficial as one of the ensembling methods in 
machine learning [23]. The main idea with this algorithm is 
to use the confidence scores as features in combining multiple 
models and training a meta-classifier to help combine the 
predictions of multiple learners. The study employed three 
classifiers which include a Random Forest Classifiers, 
Adaboot and KNN, which rely on logistic regression to help 
test and train all type of slots. 

 
H. Gaussian Naïve Bayes (GNB) 
This classification algorithm that works with both multi-class 
and binary (two class) classification problems and can be 
quite simple to understand when described using categorical 
or binary input values [16]. Naïve Bayes allows extension to 
real value attributes, which is also known as the Gaussian 
Naïve Bayes. Working with the Normal distribution 
(Gaussian) is very simple, all one has to do is use the training 
data to estimate the standard deviation and mean. 

 
I. Quadratic Discriminant Analysis (QDA) 
This is a generative probabilistic method used in classifying 
problems. QDA’s conditional distributions are used in the 
classification of observations across different classes as they 
are assumed to be multivariate Gaussian derived using the 
posterior distributions in the Bayes theorem. Traditionally, 
the estimation of QDA was done through the maximization of 
joint likelihood of observations together with their 
corresponding associate class labels. 
 
 
4. METHODOLOGY 
 
This section presents the methodological tools, steps and 
procedures used in achieving the study objectives.  

 
3.1 Data Preparation  
The use of Machine-learning techniques is critical in 
achieving software reusability, maintainability and quality 
since it helps with finding the bas smell, ambiguity, fault and 
defect in software. Accomplishing this requires software fault 
prediction techniques, which rely on statistical techniques to 
any software defects [24]. However, software detection can 
also be done through machine learning techniques.  

 
 
 

Pre-processing helps shape the data into a form that the 
classification engine can use [25,26]. For example, when 
using an image as the input data, pre-processing will simplify 
the feature selection processing by sharpening the image or 
rotating and translating the image into a standard orientation 
and position. In cases where the input is made of records or 
vectors of data, pre-processing might involve using the 
dataset’s statistical property or priori criteria to filter out 
inputs. Key benefits of pre-processing include normalizing 
numeric data and helping fill in missing data. 

 
The experiments relied on datasets drawn from the PROMISE 
data repository collected from real NASA software projects 
and entail various software modules. The benchmarking 
involved using public domain datasets. This benchmarking 
procedure allows other researchers compare their studies. 
some of the code metrics used in the datasets include 
McCabe’s cyclomatic complexity, code size and Halstead’s 
complexity among others. The description of Datasets is 
summarized in the Table 1.  The target variables in the NASA 
MDP data sets are binary in nature, 1: Yes, 0: No.  Table 2 
shows the performance evaluator matrices that are used in 
this study.  Python programming and Scikit-learn (machine 
learning framework) is used in data examination. 
 

Table 1: Description of NASA MDP DATSETS 
Variables Description Metrics 

Type 
loc Line count of Code McCabe 
v(g) Cyclomatic Complexity McCabe 
ev(g) Essential Complexity McCabe 
iv(g) Design Complexity Halstead 
n Total operators and 

Operands 
Halstead 

v Volume Halstead 
l Program Length Halstead 
d Difficulty Halstead 
i Intelligence Halstead 
e Effort Halstead 
b Number of Bugs Halstead 
t Time estimator Halstead 
lOCode Line Count Halstead 
lOComment Line count of Comments Halstead 
lOBlank Count of Blank Lines Halstead 
lOCodeAndCommen
t 

Lines of Comment and 
Code 

N/A 

Uniq_Op Unique Operators Halstead 
Uniq_Opnd Unique Operands Halstead 
Total_Op Total Operators Halstead 
Total_Opnd Total Operands Halstead 
branchCount Flow Graph’s Branch 

Count 
Halstead 

defects Reported Defects N/A 
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Table 2: Performance Matrices 
Performance Matrices Formula 

Accuracy 
 

F1 
 

MAE ⃓True values-Predicted values⃓ 
 
3.2 Feature extraction 

Feature extraction facilitates the conversion of 
preprocessed data into a form that can be used by the pattern 
recognition engine. Pattern recognition algorithms express 
different levels of sensitivity regarding the form of data 
provided and therefore the need for a feature selection. In this 
study, Random forest feature importance score was used for 
finding best features for all algorithms. 

 
3.3 Classification 
Solving the translation problem allowed the creation of 
numerous classification algorithms, which can be customized 
in line to flows to defect, fragments or machining source code 
tokens. Each classifier comes with different strength and 
weaknesses aimed to fit specific needs. Finally, the 
performance of the mentioned algorithms is measured based 
on the performance metrics in Table 2. 
 
5. RESULTS 
 
This section discusses the results of the different ML 
techniques for defect prediction using various datasets are 
shown in Table 3, 4,5,6,7 and 8.  The training was performed 
based on 10-fold cross validation. 
 

Table 3: Performance of Supervised and Unsupervised 
Learning Algorithms 

 

Table 4: Performance of Ensemble Learning Algorithms 
 

 
 
 

Table 5: F-measure Performance of Supervised and 
Unsupervised Learning Algorithms 
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Table 6: F-measure Performance of Ensemble Learning 
Algorithms 

 
 
 

Table 7: MAE Performance of Supervised and Unsupervised 
Learning Algorithms 

 
 
 
 
 
 
 

Table 8: MAE Performance of Ensemble Learning 
Algorithms 

 
 

 
Figure 1: Accuracy Chart of Different algorithms 

 
Based on Accuracy chart (Figure 1), it can be clearly depicted 
that the proposed stacking classifier (STC) proposed in this 
study scored better comparing to other algorithms. All the 
ensemble classifiers performed better in accuracy measure 
than other supervised and unsupervised learning. In 
classification algorithm, QDA scored better than other 
algorithms and GMM performed better than other clustering 
algorithms. Between classification and clustering algorithms, 
clustering algorithms performed relatively well. 
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Figure 2: F-Measure of Different Algorithms 

 
The above chart (Figure 2) represents the average F-measure 
of machine learning algorithms in all 13 datasets. Based on 
F-measure, STC remained in top list and all ensemble 
classifiers are consistently preformed higher than other 
algorithms. Among all the supervised learning algorithms, 
QDA performed relatively higher followed by GNB. As for 
unsupervised learning algorithms, KNN scored higher than 
other clustering algorithms. Unsupervised algorithm 
outperformed supervised algorithm in F-measure in terms of 
highest relative scores. 
 

 
Figure 3: MAE Performance of Different Algorithms 

 
Based on MAE score chart (Figure 3), all ensemble classifiers 
have lowest MAE score where STC is on top. QDA acquired 
the lowest score among all supervised learning algorithms. 
KNN and GMM both achieved same lowest score among all 
other unsupervised learning. Unsupervised algorithm has 
lower MAE score than Supervised Algorithm based on 
relative lowest minimum scores. 

 
Overall, STC performed well in all 3 performance measures 
and outperformed all other algorithms. Ensemble algorithms 
performed relatively well than individual classification and 
clustering algorithms. In supervised learning, QDA showed 
promising performance. In unsupervised learning, GMM and 
KNN both performed well in all 3 performance measures. 
 

6. CONCLUSION 
 
Recent years have seen a growth in the development of 
software-based systems even though the quality of the system 
has to be guaranteed before delivery to the end-users. 
Software quality can be enhanced through several quality 
metrics such as ISO standards, CMM, and software testing. 
The need for software testing grows with each day, and its 
efficiency can be improved by using software defect 
prediction. The objective of this study was to investigate 
different software defect prediction models, which were 
identified as the ensemble, clustering, and classification 
techniques. The findings of this study show that stacking 
multiple classifiers can be used to defect prediction. It is our 
hope that these results will help increase the confidence in 
these models. In the future, more time ought to be spent on 
time and resources when dealing with error-prone modules. 
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