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ABSTRACT 
 

The WHO estimates that deaths due to heart disease are the 
number one cause worldwide, accounting for around 30% 
annually taking an estimated 1.5 crores died due to this 
disease .  In this study we are using  an extension of KNN 
algorithm known as E-KNN and  compare the results  with  
K-Nearest Neighbor(KNN) , Support Vector Machine(SVM) 
and Classification and Regression Trees (CART)[14] in the 
prediction of heart disease. To improve the efficiency of the 
proposed system the most important features are selected 
using chisquare test. The performance and efficiency of the 
algorithms are evaluated and compared on the basis of 
accuracy, recall, precision and F1 score. The results of the  
proposed algorithm was more accurate with lesser  attributes 
than  all 13. The performance of  E-KNN  by using 11 
attributes. It has the accuracy value of 90.10 %. It is followed 
by SVM with 89 % accuracy 

Key words : Heart disease, EKNN,KNN, SVM, Decision 
Tree, Classification  

1. INTRODUCTION 

WHO estimated that there are  17 million people die of this 
heart  diseases (CVD) every year. These death rate can be  
reduced with early diagnosis and inform to the patients. 
Common cardiovascular diseases include coronary heart 
disease, cardiomyopathy, hypertensive heart disease, heart 
failure, etc. Smoking, diabetes, lack of physical activity, 
hypertension, high cholesterol diet are some of the common 
causes of heart diseases. 
Research leading to the sciences of  cardiovascular diseases 
using machine learning and data mining has been an 
endeavor encompassing optimum treatment plans, expedited 
and early disease prognosis, identification of risk factors. 
Numerous CVD surveys have been conducted with the 
primary dataset as Cleveland dataset.. Recommending the 
parameters from this dataset proposes a predictive system to 
apply logistic regression model, random forests, SVM, and 
KNN to obtain predictions from several learners which are in 
turn used in meta models . The results of each ensemble 
modeling is then compared on the basis of several evaluation 
parameters. 
In this paper we are proposing extension of KNN algorithm 
namely Extended K-Nearest Neighbor algorithm(E-KNN). 
The results of this algorithm compared with   K-Nearest 

Neighbor algorithm, Decision Tree algorithm and Support 
Vector Machine algorithm. The specified data set is used to 
train these algorithms . With enough data and time, it is good 
to all the attributes or features including the irrelevant 
features to train the classification algorithm. The problems of 
using the irrelevant features are that it leads to lesser accurate 
results and it may also lead to overfitting. Feature subset 
selection is a dimensionality reduction method which is used 
to select the most relevant attributes from the dataset [14]. In 
this paper the Chi-square test is used as the feature subset 
selection method. The selected features are fed to the 
algorithms as input.  
 
2. LITERATURE REVIEW 
 
Revathi et al [7], provides an analysis of various data mining 
methods for prediction of heart disease. Decision tree, 
Back-propagation algorithm and Naïve Bayes are used. The 
system used 14 parameters including blood pressure, chest 
pain, cholesterol and heart rate to enhance the system 
accuracy. A comparison of the performance of the three 
algorithms is done. Study shows that the neural network has 
the accuracy of 100%. It has outperformed the other two 
algorithms. 
 
Shinde et al [10], using the data mining methods introduced a 
system for predicting heart disease. K-means clustering 
algorithm and Naïve Bayes were used in this system. For 
prediction, a combination of both techniques has been used. 
The K-means clustering algorithm is used to enhance overall 
system efficiency. It is used to group the different attributes 
present in the dataset and the prediction is done by the Naïve 
Bayes algorithm. The system used 10 attributes. Compared 
with the other algorithms, the system produces better results. 
Sateesh et al[14], using ensemble learning method to predict 
the heart disease. They used KNN,SVM,CART algorithms 
and design an ensembler. 
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3.APPROACH 

The methodology  used showed in the fig1 

 
Fig.1 Approach 

 
The Fig1 shows the approach used in the work.The study is 
using the  dataset has 300 records of patients. The original  
dataset contains thirteen  attributes. From the dataset identify 
the required attributes using the statistical measure 
(Chi-square test).  
 
3.1 Dataset  
It is an openly available dataset and can be found at the UCI 
Machine Learning Repository. Table 1 describes the data set. 
The original  data set consists of 76 features . We used   13 
features from them. The features are described in the 
following table The disease attribute is the class label which 
specifies the patient is suffering from the heart disease or not 
.  
Table 1. Dataset description[14] 
 
Feature 

No. Name of  Feature Feature description 

1.  age_years Age of the patient 

2.  Gender 1  Male 
0  Female 

3.  cpain_type Chest pain {0,1,2,3} 
 

4.  rest_bp 

This feature 
represents the value 
of the blood sugar in 
rest 

5.  serum_chol Measure the Serum 
Cholesterol 

6.    

7.  fb_sugar 

Measure fasting 
blood sugar { 0 if 
fb_sugar<120, 1 
if fb_sugar>120} 

 
 

8.  rest_ecg 
ECG in resting 
{0,1,2} 

 

9.  max_heartrate maximum heart 
rate 

10.  ex_angina It takes {0,1} 

11.  ex_ST_depression ST depression 
during exercise 

12.  peak_slope 
Takes the value 
s{0,1,2} 
 

13.  Number of vessels 
Indicates number of 
vessels blocked 
{01,2,3} 

14.  defect_type 
Heart defect 
type {1,2,3} 

 

15.  disease 

Identification of 
heart disease 

1 Suffering from  
disease 

0 No disease 
 

 
3.2 Chi-squared value 
Sometimes our dataset may contain both relevant and 
irrelevant features. It is very important to find and discard the 
unimportant features that does not contribute to the outcome 
to be predicted by the system. There are various methods to 
identify the relevant features from our input attributes. The 
methods to select the relevant features are called as Feature 
selection methods. Chi-squared test applies the statistical 
method to identify the relation between the input variable and 
the target variable. 
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Steps to determine the Chi-squared value 

1. Create a contingency table for two attributes. The 
values present in the table are called as observed 
values (O) 

2. Calculate the expected frequency (E) value for each of 
the cell present in the table. 

 
3. Calculate the chi-squared value 

 
4. Arrange the chi-squared value in the descending 

order. 
5. Select the top-ranked attributes from the above list. 

3.3 Extended  K-Nearest Neighbor 
The KNN classifier uses the polling to assign the class label 
the new data item . This leads to the miss classification. To 
avoid   this problem, the E-KNN is implemented. In KNN a 
new data item belongs to certain class C1 is surrounded by 
classes C2 data points. The new data point is misclassified as 
class C2 because of the majority of class. To avoid this 
problem in E-KNN , the selection of top k neighbors is varied. 
To reduce the class  C2 neighbors, it skips 3 Neighbors and 
select the next 3 Neighbors i.e 3+k Neighbors and also assign 
the weight to the each neighbor based on the distance from the 
new data item . Class label to the new data item is selected 
based on the k+3 neighbors and their weights 
 
E-KNN Algorithm steps 
1.Divide the data set in training and testing 
2. Choose the K values based on the requirements  
3. For every new data item compute the following 

3.1 Find the Distance from the new data item to all the data 
items in the training set using distance measure 
3.2 Sort the distances in descending order and identify the  
K nearest data points 
3.3 Assign the weights to all the K nearest neighbors 
(Weight w=1/d where d is the distance from the new data 
point to its neighbor)  
3.4 To obtain the top k rows from the above by , calculating  
the  two values start = k / 2, end = k + start 
3.5 The top k rows are obtained by adding   k = 
sorted_distance(0: start) + sort ed_distance (k-1: end) and 
based on the weights  
3.6 The most frequent class from the sorted rows and their 
weights  

4.Stop 
 
3.4 .K-Nearest Neighbor 
1.Divide the data set in training and testing 
2. Choose the K values based on the requirements  
3. For every new data item compute the following 

3.1 Find the Distance from the new data item to all the data 
items in the training set using distance measure 
3.2 Sort the distances in descending order and identify the  
K nearest data points 

3.4 The most frequent class from the sorted rows and their 
weights  

4.Stop 
 

4. RESULTS AND DISCUSSION 
This section provides the results of implementing the various 
above discussed algorithms on the heart disease dataset. Table 
2 indicates the top 11 attributes ranked from the Chi-square 
test. 
 
 

Table 2. Top 11 attributes selected by chi-squared test 
Attribute  Rank  

A1  max_heartrate 
A2  ex_ST_depression 
A3  num_vessels 
A4  cpain_type 
A5  ex_angina 
A6  serum_chol 
A7  Age 
A8  rest_bp 
A9  peak_slope 
A10  Gender 
A11  defect_type 

 
 
Comparison of algorithms according to the number of 
attributes used show in Table 3 and Table 4. 

 
Table 3. Comparison of algorithm result with 13 attributes 

 SVM KNN Modified 
KNN 

Decision 
Tree 

Accuracy 89.10 
% 

86 % 87 % 79 % 

Precision 89 %
  

86 % 86.5 % 79 % 

Recall 89 %
  

86 % 86.5 % 79 % 

F1 score 89 %
  

86 % 86.5 % 79 % 

Table 4. Comparison of algorithm result with selected 
attributes 

 EKNN KNN SVM Decision 
Tree 

Accuracy 90.10 
% 

88 % 89 % 81 % 

Precision 90 %  87.5 % 89 % 81 % 
Recall 90 %  88 % 88.5 % 81 % 
F1 score 90 %  87.5 % 89 % 81 % 
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Fig.2  Shows the results with 13 attributes 

 

 
Fig.3 Shows the  results with selected attributes 

 
Table 8. Comparison of accuracy according to the number of 

attributes used 
Algorithm Accuracy value with 

13 attributes Selected 
attributes 

EKNN 89.10 % 90.10 % 
KNN 86 % 88 % 
SVM 87 % 89 % 
Decision Tree 79 % 81 % 

 
 
 

 
Fig.4 Shows the accuracy of all the algorithms 

5.CONCLUSION 

 
The Chi-squared test was used as a feature selection method 
this help in identifying the suitable attributes for this study. In 
this spaper we used  E-KNN,KNN, SVM, and Decision Tree 
algorithms. For Support Vector Machine algorithm and 
Decision Tree algorithm, 11 attributes out of the 13 attributes 
were used and for K-Nearest Neighbor algorithm and E-KNN 

algorithm 10 attributes were used. Decision Tree algorithm, 
K-Nearest Neighbor algorithm and modified K-nearest 
Neighbor performed better with fewer number of attributes 
however Support Vector Machine algorithm performed the 
same even with fewer number of attributes. Support Vector 
machine achieved the highest value in accuracy, precision, 
recall and F1 score and outperformed all the other three 
algorithms. Finally we are concluding that the algorithms 
efficiently predict heart disease with less number of attributes. 
We want to extend this work of predicting heart disease by 
analyzing ECG[16] image. 
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