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ABSTRACT 
 
Unlike Latin, the recognition of Phoenician handwritten 
characters remains at the level of research and 
experimentation. In fact, such recognition can contribute to 
performing tasks such as automatic processing of Phoenician 
administrative records and scripts, the digitization and the 
safeguarding of the written Phoenician cultural heritage. As 
such, the availability of a reference database for Phoenician 
handwritten characters is crucial to carry out these tasks. To 
this matter, a database for Phoenician handwritten characters 
(PHCDB) is introduced for the first time in this paper. We also 
explore the challenges in the recognition of Phoenician 
handwritten characters by proposing a deep learning 
architecture trained on our database. Furthermore, we propose 
a transfer learning system based on Phoenician character 
shapes to improve the recognition performance of Tifinagh 
Handwritten character, and we thereby affirm the possibility 
of the Tifinagh alphabet being derived from the Phoenician 
alphabet. Finally, based on Phoenician characters, we 
introduce a fast, global and light-weight transfer learning 
system for the recognition of any alphabet which lacks 
annotated data. 
 
Key words : feature extraction, pattern recognition, 
Phoenician character recognition, deep learning, transfer 
learning. 
 

1. INTRODUCTION 

Character classification is an important part in many 
computer vision problems such as Optical Character 
Recognition. Over the last several years, there have been 
important developments in the field of automatic recognition 
of characters. The main objective is to associate a symbolic 
representation with a sequence of graphical symbols.  
 
Over the past few years, there has been a great interest in 
Phoenician scripts. According to generally accepted 
estimates, the corpus of Phoenician-Punic inscriptions 
comprises about 12,000 inscriptions from all the countries of 
the Mediterranean [1]. And, as noted by [2], the sheer quantity 
 

 

and scattered nature of the documents spread over a wide span 
of time have affected research and caused considerable 
difficulties in the knowledge, availability and use of these 
sources. In order to tackle this issue, one attempt to make 
Phoenician texts available to the academic community was the 
production of a collection of all Phoenician and Punic 
epigraphic documents in the form of a data bank, known as 
the CIP project [1]. But, there is still a need for the 
development of a system of the recognition of Phoenician 
handwriting characters in order to allow the automatic 
processing of Phoenician scripts as well as the digitization 
and preservation of cultural heritage of Phoenician writing. 
Indeed, this recognition could have several important 
applications, such as processing of records of land 
conservation or the editing of old documents. To perform this 
recognition, a standard reference database is required. 
However, up to now and to our knowledge, there exists no 
Phoenician handwritten alphabet dataset. To this matter, this 
article aims at presenting a new database for Phoenician 
handwritten characters (PHCDB).  
 
Another contribution of this paper is to develop a deep 
learning recognition system for Handwritten Phoenician 
Character recognition which is based on Convolutional 
Neural Networks (ConvNets). These ConvNets has 
demonstrated state-of-the-art performance in several fields 
including health care [3,4] , computer vision such as face 
recognition [5], and character recognition such as 
handwritten Tifinagh recognition [6], etc. 
 
On the other hand, knowing that the Phoenician alphabet is 
the ancestor of most of existing alphabets, the proposed 
Phoenician handwritten recognition system can further be 
employed for the improvement of classification/recognition of 
these alphabets. As such, we propose: (i) a transfer learning 
system which uses Phoenician characters’ shapes to improve 
the recognition the Handwritten Tifinagh alphabet, knowing 
that there is a debate on the origin of this latter with some 
researchers maintaining it is Phoenician in origin while 
others claiming it is exclusively Amazigh [7]; (ii) a 
light-weight and fast transfer learning network for 
recognizing existing alphabets which experience a lack of 
annotated data. 
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In the next section, our new database of Phoenician 
handwritten characters is covered. Then, Section 3 describes 
our deep learning system for the recognition of the Phoenician 
handwritten alphabet. Section 4 presents our transfer learning 
system which uses Phoenician characters to improve the 
recognition of the Tifinagh alphabet. In section 5, we 
introduce the light-weight transfer learning system for the 
recognition of alphabets which lack annotated data. Finally, 
section 6 concludes our work. 

2. HANDWRITTEN PHOENICIAN CHARACTER 
DATASET 

2.1 Phoenician alphabet 

The Phoenician alphabet, known as the oldest verified 
alphabet, was a Northern Semitic language used by the 
ancient civilization of Phoenicia in modern-day Syria, 
Lebanon, and northern Israel [8]. The earliest Phoenician 
inscription found dates from the 11th century BC (Figure 1). 
The Phoenician alphabet, which the Phoenicians adapted 
from the early West Semitic alphabet [9], is ultimately derived 
from Egyptian hieroglyphs [10]. It became one of the most 
widely used writing systems, spread by Phoenician merchants 
across the Mediterranean world, where it was adopted and 
modified by many other cultures. Indeed, it is the ancestor of 
the Greek alphabet and, hence, of all Western alphabets. The 
Paleo-Hebrew alphabet is also a local variant of Phoenician, 
as is the Aramaic alphabet, the ancestor of the modern Arabic.  
 

 
 

Figure 1: Phoenician text inscribed on stone, 1st millennium BCE. 
 
The Phoenician alphabet is an alphabet of Abjad type [11], 
consisting of 22 consonant letters only, leaving vowel sounds 
implicit (Table 1). 

2.2 Handwritten Phoenician Character Dataset 

Up to now, there exists no database of the Phoenician 
handwritten alphabet. In respect to the problem of the 
implementation of an optical character recognition (OCR) 
system for Phoenician handwriting scripts, we need to 
conduct the following tasks: (i) the collection of dataset of 
Phoenician handwritten characters, (ii) the pre-processing of 
characters. 
 
 

Table 1: Phoenician alphabet with their Correspondents (names and 
values) in Latin Characters. 

Name {value} Letter(s) Name {value} Letter(s) 

Alpeh {,}  Lameth {L} 
  

Beth {B}  Mem {M}  
Gimmel {G}  Nun {N}  
Daleth {D}  Samekh {S}  
He {H}  Ayin {Ap}  
Waw {W}  Pe {P}  
Zayin {Z}  Tsadi ts {So}  
Heth { χ - Ho}    Qoph {Q}  
Teth { ϴ - To}  Resh {R}  
yodh{Y}   Sin {Shat}  
Kaph {K}  Taw {T}  

 
First, data was collected by 500 writers (authors). These 
authors were given one of the 2 forms (A or B) at random, 
where Phoenician characters of Form A have a slightly 
different style from those of Form B (Figure 2.a). Then they 
were asked to reproduce/write characters within the given 
form, as illustrated by Figure 2.b. Thus, 44 characters are 
written by each author and a total of 11,000 are gathered. 
 

 
(a)  

   
(b) 

Figure 2: (a) consists of the two forms A (left) and B (right) given to 
writers, where each form has a different style of alphabet writing. (b) 

is an  example of two sample forms filled by two writers. 
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Figure 3: Architecture of the proposed ConvNet. 

 
The forms were scanned with a quality of 300 dpi. In order to 
reduce the processing time and to do as much as possible 
automatically, a program was developed in Matlab to 
automatically extract each character from each filled form. 
After collecting and storing the images, conventional 
preprocessing tasks have been performed such as: noise 
filtering and image binarization. Also, character images have 
been resized to remove extra white space. Due to writing 
errors, a manual verification of data extracted from the 
collected forms was required. After removing badly written or 
unclear characters, we were left with 10,714 images i.e., 487 
images per character. Then, images from the same class (e.g., 
same character) were saved into a separate folder with its own 
name. Figure 4 shows an example of images for the character 
Kaph {K} stored in our database. 
 

 
Figure 4: Example of images of character Kaph {K} stored in our 

database. 
 
The HPCDB database is publicly available for the purpose of 
research. It is available at: https://osf.io/4j9b6/ 

3 HANDWRITTEN PHOENICIAN CHARACTER 
RECOGNITION 

The purpose of this section is to develop a deep learning 
framework for the handwritten Phoenician character 
recognition by training a Convolutional Neural Network 
(ConvNet) using the created Phoenician dataset. To do so, we 
first layout the ConvNet architecture and simulation settings, 
then describe the experiment and discuss results. 

3.1 Phoenician ConvNet 

A ConvNet is a concatenation of an input layer, an output 
layer, and multiple hidden layers. Compared with fully 
connected neural networks, the parameters number of these 
models is widely reduced by sharing weights and biases [12]. 
 
In our study, a ConvNet is fed by Phoenician images which 
are labeled and proportionally resized to fit a 60 × 60 frame. 
Its architecture is detailed in Figure 3 and a summary of its 
parameters is given in Table 8 (Appendix B). It is composed 
of seven adjacent layers. Each of first four layers consists of a 
stack of either Convolution, ReLU and Maxpooling units or 
Convolution and ReLU units, while each of the last three 
layers consists of a Fully Connected layer followed by a ReLU.   
 
Training is performed using the adaptive learning rate 
optimization algorithm ADAM, where the learning rate and 
the exponential decay rates for the first and second moment 
estimates are set to 0.001, 0.9 and 0.99 respectively. In order 
to prevent overfitting of the network during training, the 
dropout layer is used with a rate of 0.5 and data augmentation 
is performed by randomly rotating, translating/shifting and 
jittering half of the training images. Training is conducted for 
70 epochs with a batch size of 100. We report results with 
3-fold cross validation and we take the average accuracy of 
the validation set as the final evaluation. 

3.2 Experiments and Results 

To show the performance of our deep learning system in 
classifying handwritten Phoenician characters, we report in 
Table 2 and Table 7 (Appendix B) respectively the 
classification rate of each Phoenician character and the 
confusion matrix corresponding to the best performance 
recorded by the system. We observe a relatively high overall 
classification rate with an accuracy of 0.9851, meaning that 
our ConvNet is successful at detecting relevant features from 
handwritten Phoenician characters. 
Also, we observe that the number of misclassified characters 
is very small compared to the well-predicted ones. The 
misrecognition of the most characters is due to two factors: 
the presence of badly written characters within the database 
such as the ones shown in Figure 5, and structural similarities 
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Table 2: Classification rate of each character in the PHCDB 
database during the validation phase. 

Character Accuracy Character Accuracy 

 1  0.9753 

 0.9815  0.9938 

 0.9630  0.9753 

 0.9753  1 

 0.9815  0.9877 

 1  0.9877 

 1  0.9815 

 1  0.9321 

 0.9877  0.9938 

 0.9691  1 

 0.9938 Average 0.9851 
 0.9938 

 

between some Phoenician characters namely  and ,  

and ,  and  as illustrated in the confusion matrix 
(Table 7). 
 

   
G ( ) Y ( ) Qoph ( ) 

   
Mem ( ) Resh ( ) Teth ( ) 

 
Figure 5: Examples of badly written characters in our database. 

 
On the other hand, to show the effectiveness of our technique 
over other techniques, we compare it with two different 
recognition approaches: (i) the Deep Belief Network (DBN) 
whose detailed configuration and experimental setup are 
detailed in Appendix A, and (ii) a technique based on HOG 
(Histogram of Oriented Gradient) features [13] and a 
multiclass SVM (Support Vector Machine) classifier, where 
the HOG cell size is set to . Note that we retain only the 
best performance for each of these approaches and report 
them in Table 3. From results of Table 3, we observe that the 
proposed ConvNet surpasses by far the other approaches. 
 

Table 3: Comparison of different used classifiers. 
 HOG-SVM DBN Phoenician 

ConvNet 
Accuracy 0.9052 0.8566 0.9851 

4 TRANSFER LEARNING FOR HANDWRITTEN 
TIFINAGH CHARACTER RECOGNITION 

The Tifinagh alphabet, also known as Libyan or Berber script, 
is the writing system of the Amazigh language and is 
composed of 33 phonetic entities (Figure 7a).  Its ancient 

version existed from the 3rd century BC to the 3rd century AD 
and was more widely used in North Africa. According to [14], 
the question of the origin of the Lybian script is still under 
debate and there are three theories in this regard: i) borrowing 
and adaptation from another ancient written form especially 
Phoenician,  ii) autochthonous creation from a stock of 
ancient signs, and iii) a mixture of the two previous theories.   
In this section, we want to affirm the 1st theory (i.e., Tifinagh 
is derived from Phoenician) by showing that Tifinagh and 
Phoenician characters share common features. This is done 
through: (i) the application of the transfer learning (TL) 
technique (with full fine-tuning) from the Phoenician to the 
Tifinagh alphabet whereby features learned from Phoenician 
character shapes are used to learn Tifinagh characters’ 
shapes, which yields better classification results than the 
proposed Phoenician ConvNet (Section 3), and (ii) the 
visualization of low-level weights learned from this TL 
technique compared to those learned from the Phoenician 
ConvNet and from the ConvNet trained on Tifinagh 
characters. 

4.1 Experiment 

Dataset. We perform our Tifinagh handwritten character 
recognition evaluation on the AMHCD database [15]. The 
dataset has 25740 isolated Amazigh handwritten characters, 
i.e. 780 characters per class, produced by 60 writers who 
wrote 13 samples of each class. Characters are further resized 
proportionally to fit a 60 × 60 frame. 
Simulation details. In this experiment, the ConvNet consists 
of all layer weights of the pre-trained Phoenician ConvNet 
except last layer ones which are discarded and replaced by 
randomly initialized ones. Then, this ConvNet is trained on 
the Tifinagh alphabet dataset. Training hyper-parameters are 
the same as Section 3, except that the number of epochs 
needed for full convergence is reduced to 35 epochs. This 
experiment is referred to as Full TL using Phoenician 
ConvNet. 
Comparison with other techniques. To illustrate the 
effectiveness of the proposed approach, we compare our 
transfer learning approach against existing strategies, 
namely: (i) the geometrical technique proposed by [16], 
approaches based on detecting (ii) the horizontal and vertical 
centerline of characters [17] and (iii) the horizontal and 
vertical baseline of characters [18], (iv) the work of [19] based 
on continuous HMMs and directional features, (v) the 
technique of [20] combining multiple classifiers with 
statistical features, (vi) our previous work [6] in which we 
trained a simple ConvNet, and (vi) another  work based on 
training a ConvNet [21]. Another technique to compare with 
our approach is to train a randomly initialized ConvNet 
(whose architecture and training setup are the same as in 
section 3) on the Tifinagh alphabet dataset, which will be 
referred to as Tifinagh ConvNet. 
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4.2 Results 

Results of the proposed Full TL using Phoenician ConvNet 
technique as well as state-of-the-art techniques are reported in 
Table 4. Results show that our proposed method is successful 
at classifying Tifinagh characters and even surpasses all 

existing works with an accuracy of 99.05%. Indeed, it 
outperforms all hand-crafted feature works as well as 
automated feature works.  

Table 4: Comparison between our method and other existing approaches. 

Method used 
Total used 

images from 
AMHCD (%) 

Training set size 
(percentage wrt. 

total size) 

Test set 
size 

Accurac
y 

Geometrical method [16] 1700 (06.60%)  1000 (59%) 700 92.30 
Horizontal and vertical centerline of character  [17]  20,150 (78.28%)  18,135 (90%) 2015 96.32 
Horizontal and vertical baseline of character [18] 24,180 (93.93%) 21,762 (90%) 2418  94.96 
Continuous HMMs and directional features [22] 20,180 (93.93%) 16120 (80%) 8060 97.89 
Combining multiple classifiers with statistical features [23] 24,180 (93.93%)  16,926 (70%) 7254 99.03 
ConvNet of [6] 24,180 (93.93%) 16,120 (67%) 8060 98.25 
ConvNet of [21] 25,740 (100%)  18,018 (70%) 7722 99.00 
Tifinagh ConvNet 25,740 (100%)  17,160 (67%) 8580 98.95 
Proposed transfer learning method 25,740 (100%)  17,160 (67%) 8580 99.05 

 
(a) (b) (c) 

Figure 6: The 5 by 5 filter weights of the 1st convolutional layer for the following approaches: (a) Phoenician ConvNet, (b) Tifinagh ConvNet, (c) 
Full TL using Phoenician ConvNet. 

 
Moreover, comparing results of our TL technique and the 
Tifinagh ConvNet shows that training the ConvNet with 
weights learned from Phoenician alphabets yields better 
performance than training the ConvNet with randomly 
initialized weights. This suggests that features learned from 
Phoenician are efficient in the transfer learning task in hand 
and that Phoenician and Tifinagh characters may share 
common features. To illustrate this fact, we compare 1st 
convolutional layer filters of the Tifinagh ConvNet, filters of 
the Full TL using Phoenician ConvNet and filters of the 
Phoenician ConvNet by plotting their corresponding weight 
matrices as illustrated in Figure 6. By analyzing the type of 
visual features learned by neurons of the 1st convolutional 
layers, the following observations are made: 
(i) 1st layer filters of both Phoenician ConvNet and Full TL 

using Phoenician ConvNet are clearer and present 
stronger edges (i.e., horizontal and vertical fluctuations) 
than Tifinagh ConvNet weights, suggesting that 
Phoenician character shapes help in capturing more 
low-level features which are relevant enough for the 
Tifinagh character recognition task; 

(ii) Phoenician ConvNet and Full TL using Phoenician 
ConvNet 1st layer weights are almost the same with a 
light modification on some of the filters. So, even after 

Phoenician ConvNet weights have been updated and 
fine-tuned on Tifinagh characters, they remained 
unchanged, suggesting that Tifinagh and Phoenician 
characters share common low-level features or 
elementary shapes.  

5. TRANSFER LEARNING FOR RECOGNIZING 
HANDWRITTEN ALPHABETS WITH LACK OF 
ANNOTATED DATA 

5.1 Methodology 

Since most existing alphabets are derived from the 
Phoenician alphabet, this latter must probably share common 
features with these alphabets and could therefore be employed 
to improve the recognition of existing alphabet characters. 
These features can be useful especially in the case when there 
is a lack of annotated data within a given alphabet.  
 
As we know, in order for a ConvNet to be efficient in feature 
extraction and classification, it needs to be trained by a 
relatively large number of training instances for full 
convergence. And, one way to solve the issue of few labeled 
data within a target domain is to first train the ConvNet on 
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data belonging to a domain similar to the target data domain 
and then fine-tune it with target data. To this matter, we 
propose a light-weight and global transfer learning system 
which has the following properties: (i) it freezes all weights of 
the Phoenician ConvNet (of Section 3) except the last layer 
weights and replaces these last layer weights by new 
randomly initialized weights (the number of weights being set 
according to the number of characters within the target 
alphabet), (ii) it fine-tunes last layer weights by training the 
new ConvNet on the target alphabet characters. As such, the 
number of parameters to be learned within the system is 
limited, which makes the training process much faster. 

5.2 Datasets 

To determine how well the proposed transfer learning system 
works, we conduct a series of experiments on a number of 
different target alphabet datasets for character classification, 
namely Tifinagh, Latin, Arabic, Russian and Bengali 
handwriting character datasets. 
Latin dataset. The Latin dataset is taken from the Emnist 
database [24]. This repository contains 12,051 images (of size 

) of the 31 Latin characters. 
Arabic dataset. The Arabic script is written from right to left 
and is composed of 28 characters (Figure 7.a). Arabic 
characters data is taken from the Handwritten Arabic 
Characters Database (HACDB) [25] which has two versions: 
one with 66 shapes or labels (58 shape characters and 8 
shapes of overlapping characters) and a basic one with 24 
shapes (representing 24 basic characters). The latter version 
is the one used in our study and is composed of a total of 2400 
jpg images (of size ). 
Russian dataset. The Russian alphabet uses letters from the 
Cyrillic script to write the Russian language (Figure 7.c). 
Russian characters data is taken from the Cyrillic-oriented 
MNIST dataset (CoMNIST) [26] which is a free, 
crowd-sourced version of MNIST that contains digitalized 
letters from the Cyrillic and Latin alphabet. The Cyrillic 
repository currently contains 15,233 png handwritten images 
of size  representing all 33 letters of the Russian 
alphabet. 
Bengali dataset. Bengali is the native language of 
Bangladesh (Figure 7.d). The Bengali character dataset is 
obtained from the Handwritten Indian script character 
database CMATERdb 3 [27]. The dataset contains 15000 
images representing the 50 basic Bengali characters. 
 
Characters of these target datasets are further resized 
proportionally to fit a 60 × 60 frame. 
 

 
 

(a) Tifinagh alphabet (b) Arabic alphabet 

 

(c) Russian alphabet (d) Bengali alphabet 
Figure 7: Some existing alphabets. 

 

5.3 Experiments and results 

Experiment 1. The Phoenician transfer learning system 
consists of retraining the Phoenician ConvNet according to 
steps of the methodology (section 5.1) for each and every 
target dataset (mentioned in Section 5.2). The ConvNet 
training hyper-parameters are the same as in the section 3, 
except that the number of epochs needed for full convergence 
is reduced to 35 epochs. Furthermore, training is conducted 
using only a subset of the target datasets (i.e.,  training 
instances). This experiment is referred to as TL using 
Phoenician ConvNet. 
 
In order to prove the effectiveness of our TL using Phoenician 
ConvNet technique, we compare it against the following 
transfer learning (TL) systems: 
(i) TL using Latin ConvNet: we first train a ConvNet on the 

whole Latin dataset using the same network architecture, 
simulation settings and cross validation as in section 3. 
Then, we fine-tune it (according to methodology of section 
5.1) for 35 epochs on  instances of each of the target 
datasets (except the Latin dataset); 

(ii) TL using Digits ConvNet: we first train a ConvNet on digit 
images contained within the training set of the MNIST 
dataset [28], based on the same network architecture and 
simulation settings as in section 3. Digit images are 
resized from  to  before being fed to the 
network. Then, we fine-tune this ConvNet (according to 
methodology of section 5.1) for 35 epochs on  instances 
of each of the target datasets; 

(iii) TL using Cifar ConvNet: we train a ConvNet on natural 
images contained within the training set of the Cifar 
dataset [29], based on the same network architecture and 
simulation settings as in section 3. Digit images are 
resized from  to  before being fed to the 
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network. Then, we fine-tune this ConvNet (according to 
methodology of section 5.1) using the same  instances of 
each of the target datasets; 

(iv) RI ConvNet: we train one randomly initialized (RI) 
ConvNet for 70 epochs on  instances of each of the 
mentioned target datasets, using the same network 
architecture, simulation settings and cross validation as in 
Section 3. 

For this experiment, the number of training instances  is set 
to 34 instances. 
 

Corresponding results are reported in Table 5. From these 
results, we observe that all TL systems are able to recognize 
target datasets but each at different rates. Indeed, TL using 
Phoenician ConvNet technique surpasses TL using Latin 
ConvNet, TL using Digits ConvNet and TL using Cifar 
ConvNet techniques on all target alphabets, implying that 
pre-training the ConvNet on Phoenician characters and 
retraining its last layer only on one of the target datasets yields 
a better recognition than pre-training it on Latin letters, digits 
or natural Cifar images. So, features learned from Phoenician  

Table 5: Comparative results using different Transfer Learning ConvNets. 
 

Target dataset RI ConvNet TL using Phoenician 
ConvNet 

TL using Latin 
ConvNet 

TL using Digits 
ConvNet 

TL using Cifar 
ConvNet 

Tifinagh 0.9277 0.9327 0.8266 0.8970 0.7184 
Latin 0.9594 0.9786 _ 0.7868 0.6471 
Arabic 0.8657 0.8333 0.7361 0.7980 0.6765 
Russian 0.9158 0.8771 0.8451 0.7610 0.6114 
Bengali 0.8867 0.6056 0.5333 0.5533 0.4612 

 

(a) Tifinagh target dataset (b) Latin target dataset (c) Arabic target dataset 
 

(d) Russian target dataset (e) Bengali target dataset  
 

Figure 8: Classification results of the RI ConvNet (black), TL using Phoenician ConvNe (red), TL using Latin ConvNet (blue), TL using Digits 
ConvNet (green), and TL using Cifar ConvNet (purple) techniques as a function of the number of training instances  per target dataset. 

 
characters generalize better on existing alphabets than 
features learned from Latin characters, digits or natural 
images, which suggests that the features of the Phoenician 
alphabet are more global than features of other alphabets. 
Also, the Phoenician ConvNet can serve as a baseline 
ConvNet to train any alphabet, and the TL using Phoenician 
ConvNet system can be regarded as an efficient technique to 
recognize any alphabet with few labeled data.  
 
Comparing the TL using Phoenician ConvNet technique with 
RI ConvNet technique shows that the former surpasses the 

latter when dealing with Tifinagh and Latin as target datasets 
and is less than the latter for Arabic, Russian and Bengali 
target datasets. However, let’s note that, according to Table 8, 
RI ConvNet requires training a total of 3,248,892 parameters 
for 70 epochs as opposed to TL using Phoenician ConvNet 
system which requires training 11,022 parameters only for 35 
epochs. Therefore, TL using Phoenician ConvNet can be 
regarded as a light-weight system for the recognition of any 
alphabet with few labeled data. 
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Experiment 2. We run the same simulations as in 
Experiment 1 with  and . Given the set of 
training instances , classification results of 
these techniques on the Tifinagh, Latin, Arabic, Russian, and 
Bengali target datasets are displayed in Figures 8.a, 8.b, 8.c, 
8.d and 8.e respectively. From these results, the following 
observations can be made: 
(i) As the number of training instances  increases, all 

techniques have a higher classification rate on most of 
the target datasets; 

(ii) Moreover, increasing  makes the recognition 
performance of TL using Phoenician ConvNet on all 
target datasets comparable to that of TL using Latin 
ConvNet, meaning that the ConvNet pre-trained on Latin 
characters may hold features as global as the Phoenician 
ConvNet but that the last layer (representing the 
classifier) of the former ConvNet needs more training 
instances to converge. 

(iii) Even after increasing the number of training instances, 
we still have the RI ConvNet the best at recognizing 
alphabets, followed by TL using Phoenician ConvNet and 
TL using Latin ConvNet, then by TL using Digits 
ConvNet, then by TL using Cifar ConvNet. However, as 
mentioned in the previous experiment, RI ConvNet 
remains a computationally heavy technique compared 
with the rest of the techniques, making the TL using 
Phoenician ConvNet the most optimal technique for 
recognizing alphabets with few labeled data. 

6. CONCLUSION 

In order to promote the use of standardized data sets and 
evaluation methods for research in matching and recognition 
of old Phoenician scripts, a reference database of Phoenician 
handwriting is needed. As such, we proposed a Phoenician 
Handwritten dataset (PHCDB) which provides a repository of 
handwritten Phoenician characters containing 10,714 
character shapes. Then, we further used this database to train 
and test a deep learning system (a Convolutional Neural 
Network) for the recognition of handwritten Phoenician 
characters. Afterwards, we introduced a transfer learning 
system with Phoenician characters as the source domain in 
order to improve the recognition of handwritten Tifinagh 
characters. Thanks to this system, we proved that there exists 
a correspondence between the Tifinagh and Phoenician 
scripts and that the former could have been derived from the 
latter. Finally, we developed a fast, global and light-weight 
transfer learning network based on Phoenician character 
shapes which can be used for the recognition of any alphabet 
which experiences a lack of annotated data.  

 

 

7. DATA AVAILABILITY 

The data that support the findings of this study are openly 
available in the repository ‘Phoenician_recognition_code’ at 
the URL: 
https://github.com/lsadouk/Phoenician_recognition_code 

8. APPENDIX 

The configuration settings and architecture of the Deep Belief 
Network (section 3) are detailed in Appendix A. A summary 
of the Phoenician ConvNet architecture and parameters 
(section 3) as well as the confusion matrix for the Phoenician 
ConvNet (section 3) are illustrated in Appendix B.  

8.1 Appendix A 

Table 6: Learning parameters of the DBN set according to 
suggestions published by Hinton [30]. 

 Learnin
g rate 

momentum dropout # 
epochs 

Batc
h size 

Unsupervise
d phase 

0.0001 0.7 0.3 200 200 

Supervised 
phase 

0.0001 0.9 _ 100 200 

 
Figure 9: Graphical representation of our DBN model: three RBMs 

with 500 hidden neurons in the first and second layers, and 2000 
hidden neurons in the third layer. Undirected connections account 
for unsupervised, generative learning, while directed ones entail 

supervised learning.  
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 8.2 Appendix B 

Table 7. Confusion matrix for the Phoenician ConvNet. Rows and columns represent the actual and predicted values respectively.  
 

                       

 162                      
  159         1         2   
  1 156              5      
    158    1    1    1    1   
  1   159      1    1        

      162                 
       162                
        162               
         160       1  1     
  1   2    1 157     1        

           161          1  

 1           161           
             158 3        1 

             1 161         

 1      1    1    158    1    
                162       
   1           1   160      
                  160 1  1  

         2       1   159    
  8 2 1                151   

             1        161  
                      162 

 
 
Table 8. A summary of the ConvNet architecture parameters. 

Id Lay
er 

Type Filter 
size 

Filter 
Num 

Stri
de 

Pad Output 
Size 

#Parame
ters 

0   Input -       60 × 60 0 
1 L1 Conv 5 × 5 20 1 0 56 × 56 520 
2  ReLu - - - - 56 × 56 0 
3  Maxpool 2 × 2 - 2 0 28 × 28 0 
4 L2 Conv 4 × 4 50 1  0 25 × 25 16,050 
5  ReLu - - - - 25 × 25 0 
6  Maxpool 2 × 2 - 2 0 12 × 12 0 
7 L3 Conv 3 × 3 150 1 1 12 × 12 67,650 
8  ReLu - - - - 12 × 12 0 
9 L4 Conv 3 × 3 150 1 1 12 × 12 202,650 
10  ReLu - - - - 12 × 12 0 
11  Maxpool 2 × 2 - 2 0 6 × 6 0 
12 L5 Conv (FC1) 6 × 6 500 1 0 1  × 1 2,700,500 
13  ReLu - - - - 1  × 1 0 
14  Dropout - - - - 1  × 1 0 
15 L6 Conv (FC2) 1  × 1 500 1 0 1  × 1 250,500 
16  ReLu - - - - 1  × 1 0 
17  Dropout - - - - 1  × 1 0 
18 L7 Conv (FC3) 1  × 1 33 1 0 1  × 1 11,022 
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