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ABSTRACT 
 
The influence of data sparse, the collaborative filtering 
recommendation algorithm has the problem of inaccurate 
recommendation. Therefore, this paper proposes a 
collaborative filtering algorithm that fuses knowledge graph. 
By introducing rich content information of items into the 
item-based collaborative filtering algorithm, this algorithm 
effectively makes up for the fact that the collaborative 
filtering algorithm ignores the content information of items. 
Experiments show that the algorithm is better than the 
original algorithm to some extent, so as to alleviate the 
problem of data sparse. 
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1. INTRODUCTION 
 

In recent years, with the gradual increase in the size of 
Internet data, people have found it increasingly difficult to 
pick out products that are suitable for them from massive 
amounts of information. How to find the content that users are 
interested in from a large amount of information and 
recommend it to users is the main problem of 
recommendation system research. Collaborative filtering 
algorithm is the earliest and relatively well-known 
recommendation domain algorithm. Its main function is 
prediction and recommendation. Traditional 
recommendation algorithms only rely on the user's historical 
behavior data to model the user, and then make 
recommendations for the user. Because the scoring data used 
for collaborative filtering recommendation calculations is 
usually very sparse, the recommendation performance of 
collaborative filtering recommendation algorithms is 
significantly reduced. Therefore, scholars consider adding 
feature descriptions of items in collaborative filtering 
algorithms to improve the performance of the 

 
 

recommendation system, and knowledge graph contain item 
attributes and various types of relationships, which can enrich 
the description of users and items, enhance the mining ability 
of recommendation algorithms, and improve the accuracy, 
variety and  
 
interpretation of the recommendations. Knowledge 
graph-based recommendation system architecture has 
become  
another research hotspot. To effectively recommend, based on 
the basic idea of item collaborative filtering recommendation 
and knowledge graph, this paper proposes a collaborative 
filtering algorithm that fuses knowledge graph. The levels of 
fusion are used by applying weighted sum rule for the 
biometric fusion process. The main contents include: 
1) Map the item entities in the knowledge graph into entity 
vectors and calculate the content similarity of these items. 2) 
Use the user's behavior matrix to calculate the similarity of 
the items, and then fuse the two items' similarities to generate 
an item fusion similarity matrix. 3) Based on the item 
similarity matrix, calculate the predicted scores for each user 
for items that have not generated behavior, and then generate 
a recommended item list for the user based on these predicted 
scores. 4) Tested on the public data set Movie Lens. The test 
results are compared in terms of accuracy, recall and 
coverage. The experimental results show that the algorithm in 
this paper has a significant improvement over the traditional 
item-based collaborative filtering algorithm. 

 

2. METHODS 
 Filter feature selection algorithms are capable to boost 
classification accuracy and diminish computational 
complexity by extracting relevant information through 
supervised learning. Collaborative filtering methods are 
mainly divided into neighborhood collaborative filtering 
methods [1] and model-based collaborative filtering methods 
[2]. Both methods are based on the user-item rating matrix, but 
as the number of users and items increases, the user-item 
rating matrix will become larger and larger. As a result, the 
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performance of collaborative filtering algorithms continues to 
decrease. In order to improve the execution efficiency of the 
recommendation algorithm, Sarwar et al. [3] proposed an 
item-based prediction algorithm, established a 
pre-calculation model of item similarity, and improved the 
online scalability of recommendation system modifications. 
Roh et al. [4] used a hierarchical clustering algorithm to cluster 
users and items and made recommendations based on the 
weighted sum of the root node to the leaf node. Hernando [5] et 
al. Proposed a new technique for predicting user taste based 
on a collaborative filtering algorithm that decomposes the 
evaluation matrix into two non-negative matrices. Santhini et 
al. [6] proposed the basic idea of collaborative filtering 
recommendation on big data by clustering method, which 
improved the efficiency of the recommendation algorithm to a 
certain extent. However, these algorithms mainly use the 
external information of the item-user rating matrix, and do 
not fully consider the internal information of the item itself. 
Ignoring this important information will inevitably distort the 
recommended results. With the development of knowledge 
graph technology, the industry has accumulated a lot of open 
semantic data, such as Freebase [7], DBpedia [8], which 
contains rich connotation knowledge of items. There is also a 
lot of work to introduce knowledge graph into 
recommendation systems, such as: feature-based 
recommendation algorithms [9] weaken knowledge graphs 
into item attributes and uniformly use the attributes of users 
and items as input to the recommendation algorithm, but this 
method cannot be used efficiently All the information of the 
knowledge graph. Path-based recommendation algorithm [10] 
regards the knowledge graph as a heterogeneous information 
network, and then constructs features based on meta-path or 
meta-graph between items, fully and intuitively utilizes the 
network structure of the knowledge graph, but the workload 
Big. The literature [11] combines the structural features of the 
knowledge graph and fuses ontology into a collaborative 
filtering algorithm. Existing research shows that the 
knowledge graph representation learning method can embed 
the knowledge graph in a low-dimensional semantic space, 
and can use the vector of continuous values to reflect the 
structural characteristics of the knowledge graph. This 
method can efficiently calculate the semantic relationship 
between entities. The literature [12] combines the knowledge 
graph representation learning algorithm with collaborative 
filtering based on implicit feedback, and then converts the 
original data into preference sequences for parameter 
learning, which enhances the performance of collaborative 
filtering recommendation algorithms. Wu [13] et al. Based on 
knowledge graph representation learning method, embedded 
semantic data into low-dimensional space, and finally 
incorporated item semantic information into collaborative 
filtering recommendations. Zhang [14] design three 
components to extract items’ semantic representations from 
structural content, textual content and visual content, 
respectively. And then propose a final integrated framework, 
to jointly learn the latent representations in collaborative 
filtering as well as items’ semantic representations from the 

knowledge base. The results reveal that knowledge graph 
recommendation algorithm based on deep learning is superior 
to traditional recommendation models based on collaborative 
filtering in the recommendation effect. Existing methods are 
limited to considering the item-user rating matrix 
information external to the item, ignoring the information of 
the item itself. Based on this, the collaborative filtering 
algorithm proposed in this paper uses the knowledge graph 
representation learning algorithm to obtain the semantic 
information of items, calculates the semantic similarity 
between items, and integrates the semantic information of 
items in the recommendation process to better recommend for 
users. 

3. FUSION KNOWLEDGE GRAPH AND 
COLLABORATIVE FILTERING 
RECOMMENDATION ALGORITHM 

This paper proposes a collaborative filtering algorithm that 
incorporates a knowledge map. The basic idea is: map the 
item entities in the knowledge map to an entity vector matrix 
and calculate the content similarity of these items; use the 
user's behavior matrix on items to calculate the Similarity. 
The two items' similarities are then fused to generate an item 
fusion similarity matrix. Based on the item similarity matrix, 
each user calculates their predicted scores for items that have 
not produced behavior, and then generates a recommended 
item list for the user based on these predicted scores. Figure 1 
shows the flowchart of the algorithm in this paper: 
 

 

 
Figure 1: Fusion Knowledge Graph and Collaborative Filtering 

Recommendation Flowchart and Algorithm 
 
 
 



      Leelavathi Rajamanickam et al.,  International Journal of Advanced Trends in Computer Science and  Engineering, 9(5),September-October 2020, 8774– 8779 
 

8776 
 

 

3.1 Knowledge Graph Vectorization Representation 
The knowledge graph contains the entities of the items, 

the entities related to the items, and the relationship attributes 
of these entities. In the knowledge graph, the richer the 
connections between the physical nodes corresponding to the 
items, the more similar the semantics of these items are. 
Therefore, the entities and relationships in the knowledge 
graph are used to describe the semantic information of the 
items in the recommendation system, thereby improving the 
accuracy of the vectorized representation of the items. Based 
on this idea, we can use the technology of knowledge 
representation to embed a heterogeneous network of 
knowledge graphs into a continuous low-dimensional vector 
space while retaining some information in it. Then based on 
the vectorized item information, a similarity algorithm is used 
to measure the similarity between the items. This paper uses 
the TransE algorithm [15] in the translation model to obtain 
the entity vector. Equation (1) gives the representation of the 
vector:  

              (1) 
Among them, h and t are the head entity vector and the 

tail entity vector, respectively, and r is the relationship vector. 
The normal form in the expression can choose L1 norm 
and L2 norm. 
The closer the entities in the knowledge graph, the more 
similar the vectors are 

According to the definition of the TransE algorithm, a 
triple  in the knowledge graph can be trained using 
the loss formula shown in equation (2). 

    (2) 
Among them,  and are the wrong triples vectors. As 

negative samples for training, this type of negative samples is 
the positive samples defined by the TransE algorithm, that is, 
the original or tail entities of the correct triples are randomly 
replaced Derived from other entities.  is the size of the 
distance, which is used to control the distance between the 
positive and negative samples, Generally, .   
represents taking the largest value of x and y, so that the value 
of each accumulated child is not less than zero. 

Throughout the training process, TransE uses the idea of 
maximum spacing to open the distance between the positive 
and negative sample vectors. Continuous iteration through 
stochastic gradient descent to optimize the loss function. The 
final training results are: 1) similar entities in the knowledge 
graph, the closest distance in low-dimensional space; 2) the 
vector of the head node plus the relationship vector is 
basically equal to the vector of the tail node. 

3.2 Semantic similarity and behavioral similarity 
Based on the embedded vector of the item obtained by the 

vectorized representation method, we give a calculation 
method of the item's semantic similarity. First, the item 
entities and relationships in the knowledge graph are mapped 

into an n dimensional space, and the item is embedded into 
an n dimensional vector: 

                          （3） 
Where represents the value of the embedding vector of 
item in n dimensions. When embedding entities and 
relationships in the knowledge graph, the scoring function 
used is calculated based on Euclidean distance. Therefore, in 
order to accurately describe the similarity between items, the 
semantic similarity of item vectors is also measured using 
Euclidean distance. First calculate the distance between 
items: 

              （4） 
The Euclidean distance is a value greater than or equal to 0. It 
is reduced to [0,1] by the following operation: 

        (5) 

The larger the calculation result of this formula, the greater 
the semantic similarity between the two items. When the 
value is 1, the two items have the greatest semantic similarity; 
when the value is close to 0, we think the two items are almost 
completely different. 

User behavior data can reflect the classification of items 
from the user's perspective. The item-based collaborative 
filtering algorithm belongs to a neighborhood-based 
algorithm, which calculates the similarity between items 
based on the behavior data of all users on the items, and then 
recommends similar items to the user based on the user's 
historical behavior. There are many types of user behavior 
data on items. This paper uses the most common scoring 
information as the basis for item vectorization. 

Assuming that the recommendation system contains m 
users U=（U1,U2,…Um） and n items I=( I1,I2,…In), the user's 
rating information for the items can be expressed as an  
matrix . 

 
Item represents a vector of m dimensions, and its value 

in each dimension is the user's rating of it. 
                                     (6) 

According to the cosine similarity formula we get the 
item similarity based on user behavior. 

        (7) 

The larger the calculation result of this formula, the 
greater the similarity of the item and the item  based on the 
user behavior. When the value is 1, the two items are the 
same; when it is 0, they are completely different. In particular, 
when the user u has not scored the item i, the variable  is 
0. 

In order to improve the reliability of item similarity, this 
paper uses the following formula to fuse the item similarity 

  based on knowledge graph and the item 
similarity  based on user behavior. 

    (8) 
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The parameter  is a weight that controls the proportion 
of two similarities in the recommendation process. 
When , the similarity of the items obtained based on 
the knowledge graph occupies a larger proportion in the final 
similarity; when , the similarity based on user 
behavior is the main factor. After the similarity between all 
items is fused, we express the similarity of all items in the 
form of a matrix as follows: 

Table 1: Similarity matrix of items 
物品   …  …  

 1  …  …  
  1 …  …  

…  …  …   …   …  
   …  …  

…  …  …   …   …  
   …  … 1 

 
In the similarity matrix of Table 1,  is the similarity 

between item and item , and .  
When , then , all items have a similarity to 
themselves of 1. 

3.3 Prediction Score 
The recommendation system mainly makes predictions 

on the unscored products of the user, and finally recommends 
the products with the highest Top-N scores to the user. It is 
not necessary to use all the items in the prediction; usually the 
K nearest neighbor sets with the highest similarity to the 
current item can be selected. In the process of selecting the 
nearest neighbors, if the value of K is too large, adding 
neighbors with low similarity to the prediction will bring 
additional noise to the prediction; if the value of K is too 
small, the nearest neighbor used for prediction is insufficient 
and the accuracy is poor. The prediction score of user u for 
item i is calculated by the following formula: 

      （9） 

Among them, indicates the similarity between item  
and item ,  indicates the user u's rating of item j in the 
existing scoring matrix,  indicates the set of items that 
user  has rated, and  represents the set of k items that 
are most similar to item i The meaning of this prediction score 
formula is that the items that are more similar to the items 
with higher scores in user history can get higher prediction 
scores. 

Based on the algorithm flow of Figure 1, the algorithm is 
described as follows: 
Input: Item-user rating matrix , the knowledge graph of 
the field where the item is located 
Output: N recommendation sets 

1) Transform the entities and relationships in the 
knowledge graph into the embedding vectors of the items, 
respectively. 

2) According to the results obtained in formulas (5) and 
(1), the semantic similarity between items  is 
calculated. 

3) Calculate the similarity  between the 
item and the item using the item-user rating matrix  
according to formula (7)  

4) Select the fusion ratio, calculate the fusion similarity 
 according to formula (8), and generate the 

item-item similarity matrix. 
5) Based on 4), finally through the prediction scoring 

formula (9), the item set required for the final 
recommendation is recommended to the user. 

4. EXPERIMENT AND RESULT ANALYSIS 
In order to verify the reliability and effectiveness of the 

algorithm in this paper, the Movie Lens data set was used to 
construct a training set and a test set using a five-fold 
cross-validation method, and then an experimental 
comparison was made between the proposed algorithm and 
the item-based collaborative filtering algorithm. We evaluate 
the recommendation list of Top N given by the 
recommendation system, and use the precision, recall, and 
coverage to measure the prediction accuracy of the 
recommendation system. 

4.1 Data set  
The dataset used in this paper is the Movie Lens dataset, 

which is organized by the Group Lens research group of the 
University of Minnesota and has been widely used in 
academia. The Movie Lens contains data sets of different 
sizes and the Movie Lens-1M data set used in this experiment 
contains 1000209 pieces of rating data, involving a total of 
6040 users and 3883 movies. In order to verify the 
effectiveness of the algorithm in this paper, this experiment 
uses a 5-fold cross-validation method to randomly split the 
data set into five mutually exclusive data subsets. Each 
experiment randomly uses one of the subsets as the test set, 
and the remaining 4 subsets as the training set, and trains and 
tests the model. Finally, the average of the results of the 5 tests 
is compared and analyzed. 

We evaluate the top N recommendation list given by the 
recommendation algorithm using precision, recall, and 
coverage indicators. Precision and recall are two indicators 
commonly used in evaluating recommendation systems. The 
recall can measure the recall rate of the recommendation 
system, reflecting the ratio of recommended items to the items 
that users like. 
The precision measures the accuracy rate of the 
recommendation system and reflects the recommendation 
level of the recommendation system. Coverage refers to the 
proportion of total items recommended by the 
recommendation system for all users. High coverage indicates 
that the recommendation system's ability to recommend 
unpopular items is better. The first two indicators can be 
derived from the confusion matrix, as shown in Table 2. 
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Table 2:  Confusion matrix 
system User dislikes Users like 
Not recommended TN FN 
recommend FP TP 

 
 represents the number of TP samples, 

represents the number of FP samples,  represents the 
number of TN samples,  represents the number of FN 
samples. 

According to the confusion matrix and definition, the 
formulas for precision and recall are as follows: 

 

 
Coverage can be defined as: 

 
Among them,  is the total number of items in the 

recommendation system,  is a list of items of length N 
recommended by the recommendation system for the user , 
and  is the set of all users. 

4.2 Analysis of results 
The recommendation algorithm combines the 

similarity of items based on the knowledge graph and the 
similarity of items based on user behavior, finds k 
neighboring movies for users, and recommends 10 movies for 
users through rating prediction. The nearest neighbor value k 
= 30 selected in the experiment. We select the fusion ratio of 
similarity in the sequence with Interval range [0, 1] and 
spacing 0.1, and compare with the item-based collaborative 
filtering algorithm. When the fusion degree is 0, it means that 
the entire recommendation algorithm is an item-based 
collaborative filtering algorithm; when it is 1, it means that 
the entire recommendation algorithm is a recommendation 
algorithm based on the content of the knowledge graph. The 
algorithm is tested on the validation set and the optimal 
fusion degree is determined to be 0.6 based on the precision of 
the recommended results. The following are the experimental 
results of the algorithm with different degrees of fusion on the 
test set. 

 
Figure 2: Precision at different fusion degree 

 
 

  
Figure 3:  Recall at different fusion degree 

 
The Figures 2 and 3 show the precision and recall of the 

algorithm under different fusion degree, where the fusion 
degree of 0 indicates the experimental results of the 
collaborative filtering algorithm based on items. From the 
experimental results, it can be seen that when the fusion 
degree is 0.6, the precision and recall of the algorithm reach 
the peak, among which the precision and recall are 0.372 and 
0.0904 respectively, which is better than the precision and 
recall of the collaborative filtering algorithm based on items.  

The Figure 4 shows the coverage of the algorithm under 
different fusion degrees. It can be seen from the experimental 
results that the coverage rate will continue to increase with 
the increase of the fusion degree of the algorithm. 

 
Figure 4:  Coverage at different fusion degree 

 
When the fusion degree is 1, it means that only the 

similarity of items based on the knowledge graph is used for 
recommendation, and the coverage reaches the highest. 
Experimental results show that the algorithm with a fusion 
degree α of 0.6 can also perform well on the test set. At this 
fusion degree, compared with the traditional item-based 
collaborative filtering algorithm, the collaborative filtering 
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recommendation algorithm fusion knowledge graph proposed 
in this paper has a significant improvement in precision, 
recall and coverage.  

5. CONCLUSION 
Aiming at the sparsity problem of traditional collaborative 
filtering algorithms, this paper proposes a recommendation 
algorithm that fuses knowledge graph, and gives the 
framework of the algorithm, and describes each step of the 
algorithm in detail. This method combines the vectorized 
representation of items in the knowledge graph with a 
collaborative filtering algorithm, and uses the semantic 
information of the items extracted from the knowledge graph 
to compensate for the shortcomings of the collaborative 
filtering algorithm based on items that does not consider the 
content information of the item itself. The essence of the 
algorithm is to use the semantic information of the items in 
the knowledge graph and the item information contained in 
the user's behavior data on the items. By describing the 
similarity of the items from multiple angles, the 
recommendation effect is improved. Finally, this paper 
evaluates the performance of the algorithm by k-fold 
cross-validation and proves that the proposed collaborative 
filtering recommendation algorithm based on knowledge 
graph is effective.  
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