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 
ABSTRACT 
 
This paper discusses the extraction process, to generate 
unique features of an Electroencephalogram (EEG) signal, 
using a one-dimensional local binary pattern (1D-LBP) 
technique. For recognition and classification application, the 
proposed method has been used to describe the characteristics 
of an EEG signal. The results of this technique have shown 
that the unique characteristics of the EEG signal can be 
obtained well. This paper also presents, an attempt to develop 
a common feature extraction scheme, which can be used to 
differentiate ECG features from various EEG signal location.  
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1. INTRODUCTION 
 
Electroencephalography (EEG) is a signal that represents 
brain activity. It can be recorded by placing the electrodes on 
the subject's scalp. Synaptic activity results from millions of 
neurons or nerve cells in the brain, producing these electrical 
signals in the micro-volt ranges. The number of electrodes 
used in generating the signals varies between 14 and 256 
locations on the scalp or face. As a result, various 
characteristics and results or classifying data can be obtained 
using different EEG configurations. The use of algorithms for 
computing and processing purposes, has now become more 
intensive for processing the recorded EEG from multiple 
locations simultaneously [1]. Additionally, these signals 
embed information in different frequency bands known as 
wave patterns. By analyzing these frequency components, 
researchers can uncover important information about the 
activities being processed by the brain [2]. 
 
Feature extraction is the first process done by researchers, 
after a clean EEG recording is obtained, before going through 
the next stage, which is the classification. These techniques 
are usually done using techniques such as Fast Fourier 
Transformation (FFT) [3], Short Time Fourier Transforms 
(STFT) [4] and Wavelet Transformation (WT) [5,6]. By using 
 

 

specific extraction techniques, it can guarantee high 
classification results, improve the classifier result and reduce 
the size of the data without losing its main components. The 
use of an effective extraction method can prevent the process 
of developing complex classification structures. 
 
This paper presents a study on basic steps to extract features of 
the EEG signals. One dimensional local binary pattern 
(1D-LBP) will be used to extract discriminative features from 
these EEG signals. The fundamental description of LBP is 
explained in section 2. Section 3 explained the process in 
acquiring the EEG features. This includes the explanation of 
the results and discussion. Section 4 concludes the paper. 
 
2. LOCAL BINARY PATTERN 
 
Local Binary Pattern (LBP) has been extensively being used 
in two dimensional (2-D) image processing due to its 
simplicity and its capability to describe combination of 
texture patterns [7-10]. In one dimensional (1-D) LBP, the 
algorithm is modified from the (2-D) LBP [9-11]. Both 
techniques share similar steps. First, the neighborhood of data 
is examined from a signal x[n] . Next, each center data within 
the samples is threshold against the neighboring data. 
Finally, 1D-LBP code is assigned to the center data. 
Mathematically, the 1D-LBP of  x[n] can be mathematically 
described as: 
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where S [.] is defined as the Sign function, and 
mathematically written as: 
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P neighboring samples are threshold around the center 
sample from the neighborhood of P+1 data samples from the 
signal x[n] on length N for   . The Sign function s [.] 
transforms the differences to a  -bit binary code. The binomial 
weight applied to each thresholding operation converts the 
binary code into a unique LBP code.  
 
The LBP code distinguishes the sample of data and its 
neighbors. Theoretically, for continuous signals, amplitude of 
the sample data and its neighbors has no different, making the 
LBP code produce a value of zero. When there is a significant 
amplitude difference, such as at peak's position, the LBP code 
will produce a larger value. The local patterns formed from 
x[i] can be described by the distribution of the LBP codes: 
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where δ(i,j) is the Kronecker delta function, while 
k=1,2,....n(number of histogram bins). The 1-D LBP operator 
has been developed and it was shown that it extracts LBP 
codes from the analyzed signal. These codes can be used as 
features and applied to signal processing problems. The 
procedure for extracting a LBP code for neighborhood of 
samples can be summarized and reiterated in Figure 1. The 
procedure iterates over all signal segments and can be used to 
describe a signal segment by a sparser LBP occurrence 
histogram. 
 

 
Figure 1: Overview of 1-D LPB procedure on a neighborhood 

samples to extract a LBP code 
 
3. SIMULATION SETUP 
 
The EEG data signals are collected from 30 UniKL student’s 
age between 18 and 30 [12]. All the signals undergo the same 
pre-processing and feature extraction process before being 
analysed and compared. The EEG signals will first be filtered 
to remove un-necessary noises. After removing the unwanted 
noises in EEG signals, the clean EEG signals needs to be 
separated into the desired frequency band. The frequency 

band are divided into five frequency ranges which are from 
0Hz to 4Hz, from 4Hz to 8 Hz, from 8Hz to16 Hz, from 16Hz 
to 32 Hz and from 32Hz to 64 Hz. They are named as Delta, 
Theta, Alpha, Beta and Gamma respectively. As for the 
frequency Bandwidth are 4 for Delta and Theta band, 8 for 
Alpha band, 16 for Beta band and 32 for Gamma band 
respectively [13,14]. In this studies, Finite Impulse Response 
(FIR) filter are used to separate the frequency band according 
studies from [15]. 
 
4. RESULTS 
 
The result shows the example for five candidates with their 
respective LBP histogram. As illustrated in Figure 2a, the top 
figure represents the clean signal of EEG for candidate 1. As 
for middle figure, shows the segmentation number of LBP 
feature histogram for the clean signal of EEG candidate one. 
The segmentation of EEG clean signal followed the studies by 
[16]. The signal was segmented into 4097 data by using 
Hanning window (N/4 samples) with no overlaps. 
 

 
Figure 2a: LBP histogram candidate 1 

 

 
Figure 2b: LBP histogram candidate 2 
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Figure 2c: LBP histogram candidate 3 

 
The value used according to this study will gain the good 
performances in analyzing EEG signals. After the LBP 
segment number has been identified, the bottom figure shows 
the LBP histogram occurrences according to the segmented 
value. 
 

 
Figure 2d: LBP histogram candidate 4 

 

 
Figure 2e: LBP histogram candidate 5 

 
From this point, the features can be extracted according to the 
needs of the study. In this study, it only focuses on the value of 
mean, maximum value and the standard deviation of the LBP 
histogram. Figures 2b, 2c, 2d, and 2e follows the same 
procedure of Figure 2a. 
 
Table 1 shows the obtained EEG features for LBP histogram 
and the features on the statistical value from one of the signal 
of EEG. As shown in table 1, the value of standard deviation 
by candidate 1, 2, 4, and 5 have a value that closed to each 
other. But as for candidate 3, the value has a slight deviation 
from other candidates. As for the mean value, all of EEG 
signals of candidates almost having the same values. As for 
maximum value, candidate 2 shows the highest value of all 
candidates followed by candidate 4, 5, 3 and 1 respectively. 
This shows that simple statistical value of LBP histogram can 
also be one of the features that can be used to evaluate or 
analyzing the EEG signal in later stage. 
 

Table 1: obtained EEG features for LBP histogram 
 

Std. Mean 
Maximum 

value 

Candidate 1 0.0072 0.701 0.0863 

Candidate 2 0.0073 0.747 0.1017 

Candidate 3 0.0058 0.712 0.0873 

Candidate 4 0.0075 0.711 0.0946 

Candidate 5 0.0074 0.718 0.0900 

Sum 0.0070 0.718 0.0092 

 
5. CONCLUSION 
 
This paper presents one of the simplest methods, to extract 
EEG features, which is by using the 1D-LBP histogram 
technique. Experimental results indicate that 1D-LBP has the 
capability to extract unique characteristic from the EEG 
signal. This technique also demonstrates the ability of the 
algorithm to be adopted to capture the variations embedded in 
the signal, which is particularly useful for the process of 
classifying the EEG signals in the next stage. However, this 
technique needs to be deeply studied on a larger data set. It is 
important before this method can be used for clinical 
purposes. Further planning for this study, is to use the 
extracted EEG features, for recognizing human emotions.  
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