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ABSTRACT 
 
Today health care services have come up with an advanced 
way to treat patients having different diseases. Among all, one 
of the harmful diseases is the cardiovascular disease that can’t 
be visible with a unadorned eye and comes right away when 
its limitations are reached. With rise in population, there is a 
rise in heart disease rate. Today, diagnosing patients in an 
effective manner have become a challenging task. The 
healthcare industry picks up large quantity of healthcare data 
but, rarely that is used to extract hidden patterns for efficient 
decision making purpose. Thus, we proposed to develop an 
approach which will help practitioners to diagnosis heart 
related disease. So, there is a necessity to develop a decision 
making system which will helps practitioners to predict heart 
diseases in an easier way and will offer automated predictions 
about the condition of the patient’s heart so that further 
treatment can be done effectively. This proposed system will 
not only make accurate predictions about heart disease but 
also brings down cost & time. The Machine Learning 
algorithms have determined to be most accurate & reliable 
and hence used in this paper. 

Key words : Machine Learning, Decision Tree, Navie Bayes, 
KNN, Random Forest  
 
1. INTRODUCTION 
 
Machine Learning(ML) is one among the applications of 
Artificial Intelligence (AI) which gives computers, the 
capacity to learn automatically from experience rather than 
explicitly programmed. It focuses on developing programs 
which can access facts and use those to learn. The major 
intention is to allow computers to learn themselves 
automatically without the need of human intervention and 
also alter actions accordingly.  

 
 

1.1 Machine Learning Techniques 
Machine learning techniques are basically categorized into 
Supervised Learning, Unsupervised Learning, 
Semi-Supervised Learning and Reinforcement Learning. 
Supervised Machine Learning system trains the machine 
using labelled data which is useful for future data processing. 
To develop predictive system Supervised Learning has been 
proved as a powerful on classification problems 
[23].Unsupervised Machine Learning system trains the 
machine using neither classified nor labelled data. 
Semi-Supervised Machine Learning system trains the 
machine using the combinations of labelled and unlabeled 
data. Reinforcement Machine Learning is a crucial sort of 
ML technique in which an agent learns interactions with the 
surrounding agents via performing actions and seeing results. 

 
1.2 Importance of Machine Learning in HealthCare 

 
Now a day hospitals are more, patients are more and the data 
is also generating more and more. Most of the hospitals are 
maintaining Hospital Information system to maintain patient 
data and health care. But, unfortunately this data is rarely 
used for decision making purpose. Sometimes the doctor’s 
time is not enough in order to analyze this increasing 
availability of data or it may take more time for analysis. If we 
process this data with the help of Artificial Intelligence with 
in the fraction of seconds it will be completed and machine is 
also not susceptible to information overloaded and short term 
memory loss. Communication through web is becoming 
increasingly, so it makes difficult for extracting information 
on the web [6].  The importance of healthcare in Machine 
Learning is increasing significantly due to its ability to 
process huge datasets (structured and unstructured) 
efficaciously beyond the range of human capability, then 
consequently convert evaluation of that statistical information 
into clinical insights that assist physicians in making plans 
and presenting care, which ultimately results in better 
outcomes, reduces the prices of care, and increases 
patients satisfaction. Using these types of advanced analytics, 
we can provide better information to phycians at the point of 
patient care. So, there is a need of developing an automated 
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disease prediction system by using ML techniques to detect 
the disease early [24]. Content extraction 
and identity of biological datasets is gaining prominence in 
the today’s world [1].  

2. RELATED WORK 
 
Data Mining performs a critical role in the information 
extraction process by identifying hidden sequences, 
performing regression and classification, constructing 
analytical models, performing clustering and representing the 
mined results with the help of different visualization and 
presentation techniques. So the information mining system 
should be able to find patterns at different levels of 
granularities to meet different user expectations or 
applications [19]. Information on the web now-a-days 
has structured and unstructured kind of records, 
homogeneous, heterogeneous and mixed varieties of data and 
current websites present a larger wide 
variety of difficulties and complexities 
than traditional ones[14]. The availability of information on 
the web today is more, so in order to deal this huge 
information, there is a need of challenging tools [11]. 
 Machine Learning is majorly used in the medical field such 
as predicting Breast Cancer, diagnosis of Heart Disease etc. 
since it is a multidisciplinary field. For better diagnosis 
decision support system is more useful[22]. By using this 
technique researchers are developing various methods 
in-order to predict the heart diseases with high accuracy. 
 “Coalesce-based binary table: an enhanced algorithm for 
mining frequent patterns” was introduced by Sireesha Moturi 
[17]. In this method they used Coalesce function to find 
Frequent Patterns by representing the data in the Binary Table 
format without generating candidate relations. 
 “Adaptive Weighted Fuzzy Rule-Based System for the risk 
level assessment of Heart Disease” was proposed by Animesh 
Kumar Paul et al.  [2]. In this work, a fuzzy framework is used 
to find the risk assessment of heart disease by utilizing 
modified DMSPSO and ensemble technique. They used 
different statistical methods to select the vital attributes which 
can help to generate Weighted Fuzzy Rules to diagnosis the 
coronary illness. 
    “An Integrated Decision Support System Based on ANN 
and Fuzzy_AHP for Heart Failure Risk Prediction” was 
introduced by Oluwarotimi Williams Samuela [4]. In this 
paper they used Fuzzy Analytic Hierarchy Process 
(Fuzzy_AHP) to calculate the global weight of every attribute. 
They performed classification based on the attribute global 
weight. 
    Ali. Adeli et al., introduced “A Fuzzy Expert System for 
Heart Disease Diagnosis”[5]. They used Long beach and 
Cleveland database (“UCI Machine Learning Repository: 
Heart Disease Data Set”) to analyse the proposed system. 
They designed Fuzzy Expert System (FES) by using 
Mamdani inference method, fuzzification and defuzzification 
techniques. 

    “Optimized Feature Extraction and Hybrid Classification 
Model for Heart Disease and Breast Cancer Prediction” was 
introduced by Sireesha Moturi [18]. In this method they used 
New Levy Dragonfly technique to select the features and 
hybrid classification technique with the combination of 
Support Vector Machine and Deep Belief Network for 
classification. 
   “Prediction of Heart Disease using Neural Network” was 
proposed by Dangare et al. in [9]. To improve the  diagnosis 
process they used multilayer neural network along with back 
propagation algorithm. 
    “Prediction of Heart Disease using Classification 
Algorithm” was introduced by Mosima Anna et al. [10]. In 
their model they used Decision Tree for Disease Diagnosis. 
Authors proved that their model is better than other 
classification techniques.  
 
3.  CLASSIFICATION  

It is a process of categorizing data into given classes. Its 
primary goal is to identify the class of our new data. In this 
paper we have applied classification algorithms like 
K-Nearest Neighbours(KNN), Random Forest, Decision 
Tree, and Naive Bayes. 

3.1 K-Nearest Neighbours: KNN is one of the major 
supervised Machine Learning algorithms and it is suitable for 
regression as well as classification problems. In this 
algorithm it uses labelled data for training and new records 
are to be classified based on the similarity measures (e.g. 
distance function, proximity measure, error rate etc.). 
Classification is done based on the concept of majority vote 
system to its neighbours. The test data is labelled with the 
class which is having highest nearest neighbours. In 
regression problem it considers mean of K labels and in 
classification problem it considers mode of K labels. 
3.2 Decision Tree: It is one of the famous methods for 
supervised learning problems. It is represented as a tree which 
contains set of nodes like root, internal and external nodes. 
Except leaf node remaining all other nodes are used to test 
some condition and leaf nodes are used to represent class label 
information. Always our classification starts from root and 
moving down to the leaf for classification. Finally it produces 
set of rules which are used to assign the class label to 
unlabeled samples. It is very simple to understand and 
represent. It can handle both numerical and categorical data. 

3.3 Random Forest: It can be used for classification as well 
as regression problems. It generates multiple decision trees 
and finally combine them in-order to obtain more accurate 
predictions. 

3.4 Naive Bayes: These are the set of probabilistic 
classification algorithms based on the concept of Bayes’ 
Theorem for predictive modelling. It contains set of 
algorithms where all of them are based on one principle, i.e. 
independence assumption between every pair of features is 
being classified. It is a simple but more powerful algorithm 
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for predictive modelling. It is suitable for two class as well as 
multi-class classification problems. 

4. EXPERIMENTAL SETUP  

* Intel(R) Core™2 i7-5500U CPU @ 2.40GHz, 
4MB(Megabyte) Cache memory, 8 gigabyte (GB)  
RAM(Random Access Memory) is used in our study. 
 
*   Process base frequency is 2.40 GHz , Bus Speed is 5 GT/s 
DBI2 

Windows 10 Home with 64 bit Operating System and 
x64-based processor is used to study the performance and 
comparing the accuracy of Naive Bayes, Decision tree, 
Random forest and KNN algorithms. Algorithms were 
implemented in Annaconda3-5.1.0-Windows-x86_64. It is a 
scientific distribution of Python, which includes set of 
libraries and other useful tools. It does include the Spyder 
IDE, Jupyter notebook etc. Here we have used jupyter 
notebook. It allows us to perform data pre-processing, 
Machine Learning, Data Visualization, and much more[12]. 

5. ANALYSIS 
 The Cleveland Heart Disease dataset is used in this work 
which is extracted from UCI (‘University of California, 
Irvine') repository. Totally it contains 72 attributes among 
those only 14 attributes are used in the diagnosis process as 
shown in Table-1. 

Table 1: List of attributes to predict Heart Disease 

 

 

 

 

 

 

 

 

5.1 Data Pre-processing 

In-order to get better results by using a model in Machine 
Learning, data format has to be in a proper manner. One of 
the major step in any information extraction or mining 
process is pre-processing of the data [3]. The data should be in 
a particular format for different algorithms. For example, if 
we consider Random Forest algorithm it does not support null 
values. Those null values have to be managed using raw data. 
So, before feeding data to an algorithm we have to apply 
different kinds of transformations to our data which is 
referred as pre-processing. By performing pre-processing the 

raw data which is not feasible for analysis is to be converted 
into clean data [13].  

5.1.1Missing values 

Filling missing values is one of the pre-processing techniques 
to fill missing values. The missing values in the dataset are 
represented as ‘?’ but it a non-standard missing value and it 
has to be converted into a standard missing value as NaN. So 
that pandas can be used to detect the missing values. The Fig1 
indicates a heatmap which is used to represent the missing 
values. In this graph missing values are present in ca, thal 
features. We have filled that missing values using the median 
of the features. After filling the missing values our heat map 
looks like as shown in Fig-2. 

 

 

 

 

 

 

5.1.2Discretization 

It is the process of converting continuous-values (infinite set 
of values) to a discrete value (finite set of values) by specifying 
a set of continuous intervals which falls in the range of the 
variable values. We have categorized the data as shown in 
Table-2. A classification algorithm such as Random Forests 
(RF) is chosen for its ability to handle high-dimensional data, 
which benefits from discretization in the analysis of genetic 
data. It can handle both continuous data and categorical data 
for classification. However, it uses discretization technique to 
handle the continuous data. A simple probabilistic 
classification algorithm i.e., Naive Bayes (NB) benefits from 
discretization of data in-order to perform well in many 
domains. But whenever we are using KNN we should use 
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dummies since our data contains both continuous and 
categorical attributes. 

If we consider the class labels of the disease dataset Class 
label 0 is in 164 instances, Class label 1 is in 55 instances, 
Class label 2 is in 36 instances, Class label 3 is in 35 instances 
and Class label 4 is in 13 instances. By observing the Class 
Label information we identified that the dataset is suffering 
from class imbalence problem. So we have to balance the class 
labels by transforming 1,2,3,4 class labels into single Class 
label as 1. 

Table  2: Categerization of input data 

5.1.3 Feature scaling  

By performing data normalization we can standardize the 
range of every independent variable in data processing. This 
feature is very useful in data pre-processing step. The major 
purpose of StandardScaler is to transform each attribute in to 
the specific range like mean value is of 0 and standard 
deviation is of 1 [15].The feature scaling is performing on 
every attribute and the mean and standard deviation of 
attributes are calculated as shown in eq-1. 

 

In eq-1 yi represents the values of attribute y. 

After applying Standarscalar the data set will be looks like as 
shown in Table-3. 

Table 3: Result of StandardScalar 

5.1.4 Correlation Coefficient Method 

Eq-2 is used to find the relation between two attributes p and 
q by using Correlation Coefficient Method. 

 

 

 

In the above equation n indicated no. of samples, pi  and qi are 
the corresponding values of p and q attributes in samples, 

represents mean of attribute P and  indicates mean of 
attribute q, σp denotes standard deviation of p and σq  
indicates standard deviation of q. Normally, -1≤ rp,q  ≤ +1. 

If rp,q < 0, then p and q are negatively correlated. 

If rp,q =0, then there is no correlation between p and 
q i.e p and q are independent attributes  

If rp,q > 0, then p and q are positively correlated. 

We can drop the attributes that are having 
correlation coefficient value as 0 as it indicates that the 
variables are independent with respect to the prediction 
attribute. 

6. RESULT ANALYSIS 
In-order to choose n value for KNN algorithm we 

used error rate as metric. We choose the K value where the 
error rate is low. Figure 3 represents error rate w.r.t to K value 
before applying Correlation Coefficient. Figure 4 represents 
error rate w.r.t to k value after applying correlation coefficient 
[16].   

                              

 

yi –mean(y)/stdev(y) eq-1 

rp,q= ∑(pi- )(qi- )/nσpσq   eq-2 

         =∑(pi qi)-n / nσpσq 
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Confusion Matrix: It is a comparison table which is used 
to evaluate classifier performance based on the test dataset for 
which actual class labels are known. 

 

The Positive Class will predict the model correctly if it’s 
result is TP. Correspondingly, The Negative Class will 
predict the model correctly if it’s result is TN. The Positive 
Class will predict the model wrongly if its result is FP. 
Correspondingly, The Negative Class will predict the model 
wrongly if its result is FN. The following are the different 
parameters which are used to evaluate the model. 

True Positive Rate (TPR) 

It is the ratio of individuals who actually have the 
disease were identified as having the disease. 

TPR= TP / (TP + FN) 

True Negative rate (TNR) 

It is the ratio of individuals who actually do not have 
the disease were identified as not having the disease.  

TNR= TN / (TN + FP) =1-FPR 

 

Positive Predictive Value (PPV) 

If the test end result is positive what's the chance that the 
patient really has the problem. 

PPV= TP / (TP + FP) 

Negative Predictive Value (NPV) 

If the test end result is negative what’s the chance 
that the patient does not have disease.  

NPV= TN / (TN + FN) 

Miss Rate or False Negative Rate (FNR) 

It is the percentage of the people who are actually 
having the disease will be recognised as not having the 
disease. 

sFNR= FN / (FP + TN) 

Fall-out or False Positive Rate (FPR) 

It is the proportion of the people who actually who do 
not have the disease, but they will be identified as having the 
disease. 

FPR=FP/ (FP + TN) 

False Discovery Rate (FDR) 

It shows the percentage of the people recognized as 
having the disease actually who do not have the disease. 

FDR= FP / FP + TP 

False Omission Rate (FOR) 

It shows the percentage of a negative test result for 
which the true condition is positive. 

FOR= FN / (FN + TN) 

Accuracy 

The accuracy reflects the total proportion of 
individuals which are correctly classified. 

ACC=( TN + TP ) / (TN + TP + FN + FP) 

F1 score 

F1 Score indicates harmonic mean of precision and sensitivity 

F1=2TP/ (2TP+ FP + FN) 

After building the model we can check the effectiveness of 
model with the help of Confusion Matrix. We compare the 
performance of Navie Bayes, Decision Tree, KNN and 
Random Forest by considering different parameters like 
Accuracy, Error Rate, sensitivity and specificity etc. These 
algorithms are evaluated based on the results of confusion 
matrix with Feature Selection and without Feature Selection. 
The results of Decision Tree before Correlation and after 



Sireesha Moturi  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(2), March - April 2020, 2116 – 2123 

2121 
 

 

Correlation are showed in Fig-5. The results of Random 
Forest before Correlation and after Correlation are showed in 
Fig-6. Fig-7 is used to show the results of Navie Bayes before 
Correlation and after Correlation. Fig-8 shows the results of 
KNN before Correlation and after Correlation. Fig- 9 and 
Fig-10 shows comparison parameters of different algorithms 
before and after Correlation. By observing Fig.11 we 
identified that KNN gives better accuracy when compared to 
other algorithms like Decision Tree, Random Forest and 
Navie Bayes. Table 1. Shows comparison of our proposed 
model with existing methods. 
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Table 4: Comparison of results 

Author Method  Accuracy 

Animesh Kumar 
et al. [2] 

Adaptive 
Weighted Fuzzy 
Rule Based 
System  

92.31 

L Ali et al.[20] Chi-Square 
Statistical Model 
with DNN 

91.57 

Logistic 
Regression before 
Feature Selection 

84 

Logistic 
Regression after 
Feature Selection 

89 

SVM before 
Feature Selection 

86 

SVM after Feature 
Selection 

88 

Youness 
Khourdifi et 
al.[21] 

SVM with Feature 
Selection 

83.55 

Navie Bayes with 
Feature selection 

86.15 

Resul Das et al. [8] Neural Network 
with Ensemble 
method 

89.01 

Oluwarotimi 
Williams et al. [4] 

ANN with Fuzzy 
AHP 

91.10 

M.Sireesha et al. 
[18] 

NL-DA 83 

Our study Decision Tree 
without 
Correlation 

75.8 

Decision Tree 
with Correlation 

78 

Random Forest 
without 
Correlation 

83.5 

Random Forest 
with  Correlation 

85.6 

Navie Bayes 
without 
Correlation 

79.1 

Navie Bayes with 
Correlation 

83.5 

KNN without 
Correlation 

87.7 

KNN with 
Correlation 

93.4 

 

7. CONCLUSION 
The major purpose of this work is the comparative study 
among different classification Algorithms based on different 
performance measures in-order to find whether the person is 
having the disease or not. We have implemented 4 
algorithms, all these algorithms were applied on the 
Cleveland Heart Disease dataset. The accuracy varies for 
different classification algorithms. The highest accuracy is 
given when we have used KNN algorithm with Correlation 
factor which is nearly 94%. According to our analysis KNN 
gives better classification results when compared to other 
methods. In future, it is also possible to apply the proposed 
technique to predict other diseases.  
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