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ABSTRACT 
 
The advancement of Internet of Things (IoT) 
technology raises numerous security concerns, as 
new threats emerge every day. Prior to preventing 
these threats, they must be detected. This makes 
intrusion detection a major priority. However, 
datasets play a significant role in intrusion detection. 
The dataset used to evaluate machine learning-based 
solutions has an effect on their accuracy. Most of the 
time, these datasets do not accurately reflect real 
network traffic and contains lots of redundant and 
irrelevant features that undermine Intrusion Detection 
System (IDS) efficiency. Motivated by the above, our 
work focuses on extracting the most relevant features 
from four datasets namely CICIDS2017, IoTID20, 
NSL-KDD and N-BaIoT datasets using information 
gain approach. Then we evaluated and compared 
some single and ensemble classifiers based four 
important performance metrics. Finally, these 
algorithms were combined in an ensemble learner to 
see how well they performed. Our findings are 
considered to be relevant in the combination of 
strong classification algorithms in the development of 
IDS systems and experimental results indicates that 
feature selection can yield better accuracy. 

 
Key words: Ensemble techniques, Feature selection, 
Internet of things, Intrusion detection systems, 
Machine learning. 
 
1. INTRODUCTION 
 
The increased use of Internet has greatly increased 
the data growth rate from different devices and 
created numerous security concerns. Various 
technologies like user authentication, data encryption 
and firewall have been used to address these security 
concerns. Though these countermeasures may 
prevent many kinds of attacks, they cannot quickly 
detect intrusion nor perform a thorough analysis of 
packets. Big data analysis and techniques are 

employed in order to handle intrusions more 
effectively due to high speed and enormous volume 
of data, the rapid development of sophisticated 
attacks and zero-day vulnerabilities on computer 
networks.  Intrusion detection has become a major 
area of concern. They were developed to exclusively 
monitor computer networks, detect intrusions, 
attacks, unauthorized or any other malicious activities 
[1-3]. This will enhance security and compliment the 
shortcomings of other traditional security 
techniques.Intrusion detection systems can be 
classified into three types based on their detection 
method namely: anomaly-baseddetection, 
knowledge-based detection, and hybrid detection. 
The knowledge based which is also known as 
signature-based technique rely on a database that 
contains signatures of existing attacks to look for a 
defined pattern. To keep up with emerging attacks, 
the database must be updated frequently. Therefore, 
only well-known attacks can be detected by this 
technique. On the other hand, anomaly-based IDSs 
also known as behavior-based because they monitor 
the system's, users', and network's normal behavior 
and warn the administrator if any deviation occurs. 
The ability of anomaly-based IDSs to detect novel 
threats is due to this feature. The hybrid-based 
detection system refers to a system that combines 
anomaly-based and knowledge-based intrusion 
detection. 
An IDS's performance is greatly dependent on the 
datasets used to test and analyze it. In order to 
evaluate and test new approaches, appropriate and 
valid datasets are needed. Many researchers find this 
difficult which makes it a major task. While the 
majority of their tested with obsolete datasets [4], 
current network traffic data should be used to test 
IDS in order to make detection system more resilient 
[5]. However, implementing an efficient intrusion 
detection system could be a difficult task, given the 
abundance of redundant and irrelevant features in the 
dataset. It is tough to monitor all the features in the 
dataset, this could cause computational complexity 
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and decreased efficiency. As a result of this, in order 
to improve IDS detection accuracy, selected features 
from a dataset should be extracted prior to using any 
detection approach. A preprocessing technique 
known as feature selection has been shown to be a 
suitable solution for an IDS [6,7]. It discovers highly 
important features and removes unnecessary ones. 
Motivated by the discussion above, our study will 
focus on the performance of various machine 
learning techniques used in detection classification 
systems when applied to four publicly available 
recent datasets.  
The contributions of this work are as follows:  

 We present an overview of intrusion 
detection systems that employ machine 
learning techniques. 

 A feature extraction technique known as 
Information gain to extract the best feature 
was employed to manage large amounts of 
irrelevant features in the datasets. 

 Five algorithms were evaluated, the majority 
of which fall under the category of 
individual and ensemble classifiers. 

 We suggested a novel approach for intrusion 
detection that combines the benefits of 
feature selection, single and ensemble 
classifiers. 

 We studied the performance of our approach 
and each analyzed classifier using four real 
traffic datasets.A Comprehensive 
comparison was done. 

The rest of the paper is organized as follows: In 
Section II, we focus on some of the major related 
works in the area of intrusion detection. Section III 
describes the experimentation procedure, tools and 
methodology used in different steps of the evaluation. 
Our ensemble model is described in Section IV and 
Section V discusses the results of the experiments. 
The conclusion and future work are presented in 
sections VI and VII respectively. 
 
2. RELATED RESEARCH WORK 
 
Intruders update themselves and the tools they use to 
develop new cyber-attacks on a daily basis. Due to 
this, Intrusion detection techniques are being 
designed at a rapid pace to ensure that network 
systems are effectively secured against newly 
developed malware. Numerous researches have been 
conducted for this reason, and new ones are 
conducted daily to improve the efficacy of IDS 
systems. Research findings in a study conducted in 
[8] concludes that datasets representing exact 
network systems are now becoming more important 
to evaluate intrusion detection algorithms. 
As a result, Mahoney et al. [9] studied and discovered 
that the DARPA/MIT Lincoln laboratory evaluation 
dataset results in an overly optimistic detection of 

network abnormality. Additionally, the authors 
proposed that this issue could be avoided by the 
combination of real-world traffic and simulated 
dataset. Later, an approach using random forest for 
misuse-based, anomaly-based and hybrid IDSs was 
presented by authors in [10]. Numerous machine 
learning techniques with improved accuracy have 
been developed over the past few years, a hybrid 
approach suggested in [11] which combines K-means 
clustering and the radial basis function (RBF) kernel 
of a support vector machine (SVM) is an example of 
such evolution. In addition to these advancements, 
various performance comparisons of these intrusion 
detection systems have been conducted. Belavagi et 
al. [12] used the NSL-KDD dataset to evaluate 
Logistic Regression, Gaussian Naive Bayes, Support 
Vector Machine, and Random Forest techniques. 
According to the author, Random Forest Classifier 
outperforms the other three algorithms. See table I 
below.  

Table 1 
ALGORITHMS PRECISION 

(%) 
ACCURACY 

(%) 
Gaussian Naïve 

Bayes 
79 79 

Logistic 
Regression 

83 84 

Random Forest 76 75 
Support Vector 

Machine 
99 99 

 
Additionally, Almseidin et al. [13] studied Random 
Forest, Random Tree, Bayes Network, Naïve Bayes, 
Decision Table, MLP and J48 machine learning 
algorithms in 2017. However, on the KDD dataset, 
decision tree has the lowest false negative value 
(0.002), but random forest outperforms in terms of 
accuracy. See table II below.  
 

Table 2 
ALGORITHMS PRECISION 

(%) 
ACCURACY 
(%) 

Bayes Network 99.2 90.7 
Decision Table 94.4 92.4 
        J48 98.9 93.1 
      MLP 97.8 91.9 
Naïve Bayes  98.8 91.2 
Random Forest 99.1 93.7 
Random Tree 99.2 90.5 
 
Likewise, Zaman et al. [14] conducted experiments to 
compare the precision, accuracy, and recall of Fuzzy 
C-Means, Radial Basis Function, k-Nearest 
Neighbors, Support Vector Machine, k-Means, Nave 
Bayes, and an ensemble technique combining all six 
algorithms. Kyoto+ dataset was used to evaluate 
these algorithms, and it was determined that Radial 
Basis Function outperformed the others. See the table 
below. 
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Table 3 

ALGORITHMS PRECISION 
(%) 

ACCURACY 
(%) 

Ensemble 88.4 96.7 
Fuzzy C-Means 75 83.6 

K means 75 83.6 
K-Nearest Neighbors 95.6 97.5 

Naïve Bayes 91.6 96.7 
Radial Basis 

Function 
92 97.5 

Support Vector 
Machine 

86.9 94.2 

 
Also, in 2018, Aljawarneh et al. [15] presented a 
hybrid intrusion detection model using a voting 
scheme that combined Naive Bayes, J48, Random 
Tree, AdaBoostM1, Decision Tree, Decision Stump, 
and Meta Bagging. As a result, 99.81 percent 
detection accuracy was achieved.  
Hajisalem et al [1] used an Artificial Bee Colony 
(ABC) and an Artificial Fish Swarm (AFS) to design 
a hybrid classification approach. They used Fuzzy C-
Means Clustering (FCM) and Correlation-based 
Feature Selection (CFS) approaches to select 
features. This approach was applied to UNSW-NB15 
and NSL-KDD datasets. 99% accuracy rate was 
obtained. The CSE-CIC-IDS-2017 dataset was 
developed by Sharafaldin et al. [4] since the current 
datasets did not fulfill today's demand for intrusion 
detection. A test environment was created with 
network attackers and victims to generate this 
dataset. Attacks such as distributed denial of service, 
denial of service, Infiltration attack, Web attack, 
brute force, botnet and heart bleed were organized in 
the test environment. Additionally, machine learning 
approaches were used to evaluate system 
performance. Ferrag et al [16], studied some deep 
learning algorithms namely deep neural networks 
(DNN), recurrent neural networks (RNN), convoluted 
neural networks (CNN), deep autoencoders (DA), 
deep belief networks (DBN), deep Boltzmann 
machines (DBM), and restricted Boltzmann machines 
(RBM) when implemented on CSE-CIC-IDS2018 
and Bot-IoT datasets.  The classification success of 
deep learning is then compared to the classification 
time for these data sets. Hassan et al. [17] evaluated 
ML classifiers such as Artificial Neural Network 
(ANN), Support Vector Machine (SVM), Gaussian 
Naïve Bayes (NB), Decision Tree (DT) and Random 
Forest (RF) with both KDD’99 and ISCX1DS2012 
datasets. The SVM outperforms other algorithms for 
both datasets and NB algorithm was the least 
accurate for both datasets.  Additionally, a standard 
deep neural network (DNN) approach was presented 
in [18] This approach was based on back propagation 
algorithm and trained using 3 hidden layers. When 
evaluated using an unlabeled CICIDS2017 dataset, an 
average accuracy of 84.5% was obtained.Authors in 

[19] presented a novel framework for intrusion 
detection using ensemble approach. This architecture 
evaluated various supervised and unsupervised 
machine learning algorithms on CICIDS-17 dataset. 
Experimentshows that ensemble approach provides 
better performance. 
 
3. EXPERIMENTATION 
 
This section briefly discusses fundamental concepts 
such as dataset description, pre-processing of the 
dataset, feature extraction procedure, machine and 
deep learning methods used, and model design. We 
examined two network datasets which reflect actual 
real-world network traffic namely: NSL-KDD and 
CICIDS 2017 and Two IoT datasets namely N-BaIoT 
and IoTID20. In order to obtain reliable results, the 
following steps was followed before the analysis of 
the algorithms: 
 Import the datasets that will be used for 

algorithm training and testing into the Google 
Colaboratory environment. 

 Preprocess the data to select relevant attributes. 
Mutual Information Feature selection 
(Information Gain) was applied on all four 
selected datasets to extract 20 most relevant 
attributes.  

 Applied Feature engineering to create columns 
for each attack class to enable us obtain results in 
multiclass. 

 Analyzed the selected algorithms individually 
with the preprocessed data attributes and obtain 
results to check individual performance. 

 Combination of 3 other algorithms with DNN as 
our base classifier (algorithms combined are 
(SGD, LGBM, XGBOOST AND DNN). 

 The output of the four base classifiers was used 
to train the ensemble model (Meta classifier 
which uses LR algorithm). 

 Test was done with a different portion of the 
dataset on the meta classifier to obtain 
experimental results based on the following 
metrics (Section III.D): true positive, false 
positive, precision, recall and F- measure. 

Note:  
a) A comparison was done with the performance of 

each individual algorithm so as to find the best 
possible algorithm to combine with the DNN to 
build the stacking model. 

b) The choice of using Logistic Regression 
algorithm as the metaclassifier is because it’s the 
weakest as per our results with all other 
algorithms. 

 
The experiment is performed on Google 
Colaboratory under python 3 using TensorFlow and 
Graphics Processing Unit (GPU). Installed on Mac 
OS X. 
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3.1 Dataset Description 
As discussed in the previous sections, this study 
considered four datasets for evaluation purpose, 
CICIDS2017, NSL-KDD, N-BaIoT 2018 and 
IoTID20 datasets. 
 
A. CICIDS2017 
The Canadian Institute for Cybersecurity generated 
this dataset in 2017. The dataset was created by 
setting up a victim and an attacker network 
laboratory environment. The CICIDS2017 is a 
publicly accessible dataset that resembles real-world 
IDS network traffic [20]. Contained in this dataset are 
benign or ‘normal’ traffic and seven common and 
most recent attacks that simulates real-world data [4]. 
The attacks contained in this dataset include Brute 
Force, Distributed Denial of Service (DDoS), Web, 
Infiltration, Botnet, and Port Scan attacks. Over 2 
million records and 78 features are contained in 
CICIDS2017. 

 
B. NSL-KDD 
NSL-KDD is a freely available dataset that was 
created to address the shortcomings in the KDD 99 
dataset [21–23]. A benefit of this dataset is that it has 
no insignificant records in the train set, which means 
that the classifiers will not be biased towards more 
repeated records. According to [8], this dataset still 
lacks public network data.The NSL-KDD dataset 
consists of 42 attributes. This dataset contains denial 
of service (DoS), remote to local (R2L), user to root 
(U2R), and probe attacks. 

 
C. N-BaIoT 
N-BaIoT Dataset was created in 2018 to resolve the 
inadequacy of publicly available botnet datasets, 
particularly for IoT. Created using real traffic data 
from nine commercial IoT devices infected by 
authentic botnets from two families, Mirai and 
BASHLITE, which are two of the most prevalent 
IoT-based botnets that have already demonstrated 
their malicious capabilities. [24-25]. The aim was to 
use anomaly detection algorithms to differentiate 
between benign and malicious traffic data. However, 
the dataset could also be useful for multi-class 
classification because the malicious data is classified 
into 10 attacks classes carried out by two botnets, 
plus one "benign" attack class. The N-BaIoT dataset 
contains 115 independent features in each file, as 
well as a class label generated from the respective file 
name (e.g., "benign" or "TCP attack"). 

 
D. IoTID20 
IoTID20 dataset is a new dataset proposed by [26]. 
Originally created using two basic smart home 
devices, the SKT NUGU (NU100) and the EZVIZ 
Wi-Fi Camera (C2C Mini O Plus 1080P) [27]. All 
devices involved was connected to the same wireless 

network. The dataset consists of 42 raw network 
packet files (pcap) collected using the wireless 
network adapter's monitor mode at various time 
points. The new dataset, on the other hand, contains a 
more extensive network and flow-based features. 
These flow-based features could be used in the 
analysis and evaluation of a flow-based Intrusion 
detection system. The packet files description in this 
dataset include ‘benign’ as normal traffic, and 'attack 
traffic' for attack classes such as MITM ARP 
spoofing, DoS, Scan and mirai. 

 
3.2 Selection of Features 
The selection of features (attributes/variables) is an 
important step to develop an intrusion detection 
model that is effective. Given the huge number of 
irrelevant features in network data, it is important to 
extract only the necessary attributes to minimize 
processing time and achieve a higher detection rate 
and accuracy. The method of feature (attribute) 
selection is an important data preprocessing approach 
that is used to extract a subset of relevant features 
(variables/attributes) in order to improve the 
performance of learning algorithms. Additionally, 
this process reduces the amount of storage 
required.Feature selection methods can be classified 
into three categories such as embedded, filter, and 
wrapper methods. The Filter and Wrapper methods 
are the most frequently used [28]. In this study, we 
employed the mutual information gain feature 
selection approach.Information Gain is a single-
attribute evaluator that is used in relation with the 
Ranker search method to score all attributes based on 
their information gain.  This is used to evaluate the 
value of each attribute by calculating the information 
gain in relative to the class.   The score is determined 
by how much information about the classes is 
obtained when that feature is used.The Information 
Gain equation is shown in Eq. 1,  

 
IG(X)=H(Y)-H(Y|X)                                  (1) 
 
where H(Y) and H(Y|X) are the entropy of Y and the 
conditional entropy of Y for given X, respectively 
[29]. For this research, only 20 attributes were 
selected from each dataset when considering 
threshold values 0.29, 0.40, 0.73 and 0.42 for datasets 
NSL-KDD, CIC2017, N-BaIoT and IoTID20 datasets 
respectively.Attributes whose information gain value 
is below the considered threshold value are removed 
from the dataset. Figure 1- 4 below shows the 
description of the selected attributes. 
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Figure1: CIC2017 attributes 

 

 
Figure 2: NSL-KDD attributes 

 

 
Figure3: IoTID20 attributes 

 

 
Figure 4: IoTID18 attributes 

 
 
 

3.3 Evaluation of Algorithms 
For evaluation purpose, this project has considered 
LR, SGD, LGBM, XGBOOST, and DNN algorithms. 
 
A. Logistic Regression 
Logistic Regression is a type of supervised machine 
learning method that is used to classify data. It can be 
used with categorical dependent variables. This 
algorithm has gained importance in recent years and 
its application has grown tremendously. The 
objective of the logistic regression algorithm is to 
assign data to their appropriate classes based on their 
correlation.For a mathematical expression of logistic 
regression, let us look at a simple linear regression 
equation below: 

ݕ						 = 	ߚ + ଵߚ ∗  (2)		ݔ
apply sigmoid function to the above equation will 

give: 
																			 = ଵ

ଵାష
(3) 

 
Logistic regression formula can be derived by 

substituting eq. 2 in eq. 3 to give. 
 

ln( 
ଵି

) = 	 	ߚ + ଵݔଵߚ   (4)ݔߚ⋯+
 

It has a value between 0 and 1 
	ߚ ଵߚ, … ߚ.  are the regression parameters, 

ଶݔ,ଵݔ …  . are the predictor valuesݔ.
 

B. Stochastic Gradient Descent 
Stochastic gradient descent (SGD) is a machine 
learning optimization approach that is frequently 
used to calculate the model parameters that best fit 
the expected and actual outputs. They are a variant of 
gradient descent techniques that’s solves the issues of 
computational time. In SGD, the gradient of a 
randomly selected subset of the observations rather 
than all of them is calculated [30]. 

 
)߃∇ ௧ܹ , ݔ  )(5)ݕ,

௧ܹ = ܹ݁݅݃ℎݐ	ݔ ,ݎݐܿ݁ݒ= given data instances, 

ݕ =  .true gradient=߃∇ ,ݐݑݐݑ

C. Light Gradient Boosting Machine 
LGBM is a high-performance gradient boosting 
system based on the decision tree approach that may 
be used for ranking, classification, and a variety of 
other machine learning tasks. LGBM splits the tree 
leaf wise based on the best fit. Thus, when growing 
on the same leaf in LGBM, the leaf-wise approach 
can reduce loss significantly more than other existing 
boosting techniques.A diagrammatic explanation is 
given in the figure below. 
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Figure 5: Leaf Wise Tree Growth in LGBM 

 
D. Extreme Gradient Boosting  
The XGBoost algorithm is a regression tree model 
classifier [31].  It provides parallel tree boosting (i.e. 
GBDT, GBM) that addresses a wide variety of data 
science issues quickly and accurately. 
 
E. Deep Neural Network 
A deep neural network (DNN) is a type of artificial 
neural network (ANN) that contains one or more 
layers between the input and output layers. A DNN is 
composed of the following basic components like 
neurons, synapses, weights, biases, and functions. It 
is composed of sequential linear functions and 
nonlinear activation functions and can be 
mathematically expressed as below: 

ݕ																	 = ݔܹ)ߪ + ܾ)       (6) 

Where y, W, x and b are outputs, weights, inputs and 
biases respectively. ߪ(. )is known as the 
activationfunction 

3.4 Performance Metrics 
We obtained the mean value for the following 
metrics during the performance analysis of all 
algorithms evaluated in the project: Accuracy, 
Precision, Recall, and F-score Accuracy, Precision, 
Recall, and F-score. 
 
A. Accuracy 
In classification problems, accuracy refers to the 
amount of accurate predictions divided all possible 
predictions. The mean accuracy rate is the average 
accuracy rate for each attack class in a given dataset. 

 
ݕܿܽݎݑܿܿܽ	݊ܽ݁ܯ											 = ቀ ்ା்ே

்ାிାிேା்ே
തതതതതതതതതതതതതതതതቁ(7) 

 
B. Precision  
It is the ratio of accurate positive results to the 
number of predicted positive results by the algorithm. 

 
݊݅ݏ݅ܿ݁ݎܲ	݊ܽ݁ܯ = ቀ ்

்ାி
തതതതതതതቁ(8) 

C. Recall 
It is calculated by dividing the number of accurate 
positive results by the total number of relevant 
samples. 

݈݈ܴܽܿ݁	݊ܽ݁ܯ = ቀ ்
்ାிே
തതതതതതതቁ(9) 

D. F-score  

This is the harmonic mean between recall and 
precision. It clearly shows how efficient an algorithm 
is. F-Score ranges between [0,1] and tries to find the 
balance between precision and recall. 

݁ݎܿݏܨ	݊ܽ݁ܯ										 = ቆ2 ∗ ଵ
భ

ೝഢೞഢା
భ

ೝೌ

തതതതതതതതതതതതതതതതതതതതതቇ(10) 

Let’s assume TRUE/FALSE to be 1/0, there are 4 
important terms to note from the above metrics.  
 
TP= True positive which simply means that both the 
prediction and actual output is YES (1) 
TN= True negative which simply means that both the 
prediction and actual output is NO (0) 
FN = False negative, means that the prediction NO 
(0) is different from the actual output YES (1). 
FP= False Positive, means that the prediction YES 
(1) is different from the actual output NO (0) 
 
4. PROPOSED ENSEMBLE APPROACH 
 
Based on an extended experiment conducted in the 
previous sections, we present a stacking-based 
ensemble learning technique for an intrusion 
detection system. This model uses LR as a meta 
classifier and combines SGD, LGBM, XGBOOST, 
and DNN algorithms as base classifiers.Our proposed 
approach comprises two main stages namely: 
Stage 1: involves the training of the base classifiers 
on each input dataset 
Stage 2: Involves the training of the meta-classifier 
on the outputs of each individual base classifiers in 
the ensemble. 
The framework of our proposed technique is shown 
in figure 6 below. 
 

 
Figure 6:Framework of the Proposed Stacking Ensemble 

 
An advantage of using this approach is that meta-
classifier in the second stage can rectify the 
shortcomings of any or all of the base classifiers in 
the first stage. Since the objective is to obtain 
significantly better outcomes, our ensemble 
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technique must outperform the results of the best 
base classifier in the overall model. 
 

 
Algorithm 1: Stacking Ensemble Pseudo Code 

 
 
5. RESULTS AND ANALYSIS 
 
In this work, we compared the classification 
performance of a few machine learning techniques 
namely Logistic Regression, Stochastic Gradient 
Descent, Light Gradient Boosting Machine, and 
Extreme Gradient Boosting. Accuracy, precision, 
recall, and F-score are the metrics used in this work. 
The experiment was carried out on Google 
Colaboratory using Python 3, TensorFlow, and a 
Graphics Processing Unit (GPU) installed on a Mac 
OS X 2.8 GHz Intel Core i7 CPU, 16.00 GB RAM 
2133MHz LPDDR3.The experiments are in phases. 
In the first phase: Information gain feature selection 
was applied to all the datasets considered for this 
work. 20 best attributes were extracted and the results 
were shown in figure 1-4. 
In the second phase. A classification technique is 
applied on all datasets involved. Figures: 7(a-e) 
shows the overall performance of each technique 
relative to the corresponding datasets. 
 

 
Figure 7(a):Outcomes of Logistic Regression on the 

Experimental Datasets 
 

 
Figure 7(b):Outcomes of Stochastic Gradient Descent on 

the Experimental Datasets 

 
Figure 7(c):Outcomes of Deep Neural Network on the 

Experimental Datasets 
 

 
Figure 7(d):Outcomes of Light Gradient Boosting 

Machine on the Experimental Datasets 
 

 
Figure 7(e):Outcomes of Extreme Gradient Boosting on 

the Experimental Datasets 
 
From the results above, it shows that LGBM and 
XGBoost are the strongest learners in terms of 
accuracy and F-score. Since They give the best 
performance when applied to N-BaIoT and IoTID20 
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datasets, we chose to combine them with SGD and 
DNN as base classifiers to construct an ensemble 
stacking classifier and Logistic regression as meta 
classifiers. In order to evaluate the performance of 
our proposed stacking ensemble method, we compare 
all algorithms used in this work in terms of accuracy 
and F-score metrics as figures 8(a)-(b) below: 
 

 
Figure 8(a):Performance comparison across all datasets 

based on accuracy 

 
Figure 8(b):Performance comparison across all datasets 

based on F-score 
 

The chart above shows that the LR algorithm when 
used as a meta classifier yields better accuracy and F-
score than LR as a single classifier and amongst the 
other algorithms. 
We observed that the performance of these 
algorithms depends on the kind of datasets employed 
because algorithms like LGBM, XGBoost and DNN 
gave better results with N-BaIoT and IoTID20 
datasets. Regardless, our proposed method 
outperformed all other algorithms as shown in the 
tables below. 
 

Table 4 

 
 
The table 4 above shows the recorded values of 
accuracy, precision, recall and F-score when all 
algorithms are tested with IoTID20 dataset. It was 

observed that LGBM and XGBoost had the best 
performance having 99.5% and 99.8% accuracy, 
98.5% and 99.5% precision, 97.7% and 99.0% recall, 
98.0% and 99.2% F-score respectively.  In contrast, 
SGD performed relatively poor in terms of accuracy 
and precision having 89.1% and 55.8% respectively. 
DNN had the least performance in terms of recall 
with 49.1% and LR yielded the least F-score of 
53.3%. 
 

Table 5 

 
 
The next the experiment was conducted using 
CICIDS 2017 dataset. Table 5 above clearly shows 
the results obtained. Stochastic Gradient descent 
yielded the lowest performance with 97.3%,11.2%, 
15.1% and 12% for accuracy, recall, precision and F-
score respectively. Whereas, LGBM outperformed all 
the other algorithms, with accuracy, precision, recall 
and F-score obtained as 99.9%, 70.8%, 68.8% and 
69.4% respectively. 

Table 6 

 
Table 7 

 
Results obtained from the experiments using NSL-
KDD and N-BaIoT are recorded in tables 6 and 7 
above. We observed that SGD had the lowest 
performance with both dataset except for Logistic 
regression that the lowest recall of 54.1% with N-
BaIoT dataset. Extreme Gradient Boosting algorithm 
yielded the highest results with (98.4%, 39.3%, 
37.2%, 37.4%) and (98.4%, 90.6%, 86.6%, 87.9%) 
for accuracy, recall, precision and F-score 
respectively. 
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Table: 8 

 
 
Considering our proposed stacking ensemble model, 
when it was evaluated using IoTID20 dataset, it 
achieved the highest F-score of 99.3% and accuracy, 
recall and precision similar to XGboost Thus, 
showing that our model was able to achieve the best 
results similar to the best algorithms for IoTID20 
dataset as shown in Table 8. However, the proposed 
stacking ensemble model performed better than other 
algorithms considered for analysis in this work when 
evaluated with N-BaIoT dataset. Thus, it shows that 
the new technique can be used to deliver better 
results for Intrusion detection system in an IoT 
platform. 
 
6. CONCLUSION AND FUTURE WORKS 
 
While several machine learning approaches have 
been presented to improve the effectiveness of IDSs, 
Identification of relevant features in a dataset that has 
a substantial impact on IDS performance is a major 
challenge. Hence, with better feature selection, an 
efficient IDS can be designed. This work investigated 
the efficiency of the following techniques: LR, SGD, 
LGBM, XGBoost, and DNN. Evaluation was done 
using four datasets namely: CICIDS2017, IoTID20, 
NSL-KDD and N-BaIoT’18 datasets. 20 most 
relevant features from each dataset were extracted 
using the information gain feature extraction 
approach, and the techniques were compared based 
on four metrics: accuracy, precision, recall, and f-
score. According to the experimental results, feature 
selection can enhance detection accuracy. Also, we 
presented an ensemble learning strategy based on the 
stacking of the analyzed algorithms. The experiment 
demonstrated that our ensemble technique 
outperforms other single classifiers across all datasets 
examined especially IoT traffic datasets.This 
demonstrates that our work has proven to be fairly 
significant in getting a better understanding of how to 
develop security solutions for IoT and our technique 
can be used for practical application of IDSs.Further 
research into more diverse base learners and 
alternative combination methods to improve these 
outcomes, comparing our technique with existing 
state of the art techniques is envisioned. 
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