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ABSTRACT 
 
Most of the conventional privacy preservation methods focus 
on static datasets. These methods cannot be applied as it is on 
real-world datasets; which dynamically modify data. If one 
tuple in the dataset get modified, statistics of complete dataset 
gets changed. Privacy preservation measures must be applied 
after modification of dataset. Such re-anonymization of 
complete dataset is incompetent when large datasets are often 
changed. When dynamic stream data is considered, we have 
to apply different privacy techniques which can apply privacy 
on each tuple. Although several studies have addressed data 
privacy for static, dynamic and stream data, they are not 
adequate for avoiding similarity attack and reducing data loss 
in privacy preservation. Even in the big streaming data 
privacy preservation, repetition of L-diverse group can take 
place. This repetition can cause re-identification of 
individual.  Therefore, we identified limitations of 
data-privacy preservation for stream data and developed more 
efficient L-diversity algorithm for preserving privacy of data 
streams. We used hash values of L-diverse groups to find 
similarity among the groups. Human disease ontology is used 
to find synonyms of disease terms. Experimental results 
demonstrated that, our proposed anonymization algorithm 
reduced data loss of L-diverse group.  
 
Key words: Ontology, privacy preservation, similarity, 
stream data.  
 
1. INTRODUCTION 
 
There are several methods used for privacy preservation of 
static data. These methods can be classified based on the 
attributes modified in privacy preservation. Privacy can 
preserved by anonymizing quasi attributes or sensitive 
attributes in the tuple [1]. L-diversity approach work with the 
sensitive attribute of tuple [2]. In the L-diversity approach, the 
(L-1) values are available along with the original value of the 
tuple. These (L-1) values can be counterfeit values in the 
group so that attacker cannot understand the sensitive value of 
individual. This can be done in two ways. In the first method, 
the tuples in the structured form can be k-anonymized so that 

attacker cannot find the correct identity of the individual. 
Second way is to consider equivalent class of the 
k-anonymized group of tuples and maintain L-diversity in the 
each equivalent class. Using these approaches we can 
maintain the privacy of the individual. But these approaches 
are based on the grouping of the tuples in the table and may 
not be suitable as it is for large data. Another problem with 
these approaches is anonymization delay. It is introduced due 
to the waiting time of arrival of next tuple and arranged in 
that group. Even if we use the above mentioned methods for 
dynamic stream data, it will introduce anonymization delay. 
To make the equivalent classes L-diverse proper clustering of 
the sensitive values should take place. To avoid this 
anonymization delay, counterfeit values are inserted in 
L-diverse group. Due to these counterfeit values in the group; 
information loss will be available until late validation take 
place for the counterfeit values. When the counterfeit values 
get added in the L-diverse group; there is possibility of similar 
values to be added in the group. These similar values in the 
L-diverse group can cause the identification of the sensitive 
value of individual [3]. For example in the 3-diverse group of 
equivalent class the values are available as gastric ulcer, 
gastritis and stomach cancer [4]. So from this equivalent class 
attacker can link the quasi attributes in that equivalent class 
and come to the conclusion that individual present in that 
group and suffering from stomach problem. According to the 
principal of the L-diversity approach, the attacker should not 
be able to identify the correct sensitive value of individual 
even if he/she know the quasi attributes of the individual. So 
this is very important to avoid the similarity attack due to the 
counterfeit values in the L-diverse group. 
Ontology structures are used for presenting domain 
knowledge and relationship among the concepts in that 
domain [5]. Semantic similarity is used to find “is-a” relation 
between the terms. Ontologies can be used to identify 
semantic similarity between words or concepts [6]. In the 
human disease ontology, synonyms for human disease are 
defined [7]. Using the relatedness measure like Wu-palmer, 
Resnik, Lin; the two disease values can be compared [8]. 
Relatedness measure between the two values can be found. If 
the two medical terms are exactly similar, then the relatedness 
is more. When we work with big streaming data, incoming 
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data in the form of tuples will be large volume. To handle 
such large data, we are using the different processing nodes, 
which can execute in parallel. For such large data, more 
number of L-diverse groups will be created. In these groups, 
we have to find similarity. If we use the traditional methods to 
compare every two terms in the group and find the relatedness 
of these two terms, it will be time consuming task. So we have 
to use the similarity method, which can apply on the group.  
There are two possible attacks which can take place in the 
L-diversity. These are similarity attack and skewness attack. 
The re-identification of individual is possible due to repetition 
of the L-diverse group also. The repetition of L-diverse groups 
is due to the large number of incoming tuples. When number 
of tuples gets increased, it may happen that the same group of 
L-diverse values will be created again and again. Such 
repetition of the same group will cause the re-identification 
attack. Attacker can easily identify, that the individual 
present in the group is suffering with particular disease.  
 
2. RELATED WORK 
 

2.1 Static data privacy preservation 
Existing privacy models like k-anonymity, L-diversity work 
well for static data. In the static data no update, delete 
operations will be performed. In paper [9], authors suggested 
generalization on quasi identifiers using k-anonymity. The 
record in equivalent class is not identifiable by (k-1) records 
in that equivalent class [10]. Re-identification attack can take 
place on quasi identifiers. In paper [2], authors suggested 
L-diversity approach where in one equivalent class, sensitive 
values of that equivalent class can be made L-diverse so that 
attacker cannot find correct identity of individual. Anatomy 
approach in [11] uses L-diversity approach; but it does not 
generalize quasi identifiers. Even though the attacker knows 
the individual is present in the list, sensitive value of 
individual cannot be distinguished. In [4], t-closeness method 
proposed to provide privacy on static data. Authors Ninghui 
Li et al. tried to address limitations of L-diversity by 
considering distribution of sensitive values. Though the above 
methods provide privacy for static data; these methods cannot 
work on the dynamic data where updation, deletion 
operations are performed. 

2.2 Dynamic data privacy preservation 
Privacy preservation methods applied on the static data 
cannot be used as it is on dynamic data. Several methods like 
[12], [13] provide privacy to dynamic release by maintaining 
context or keeping extra information. In [12], author 
presented method for privacy preservation where insertion 
operation is considered. Author in [13] proposed 
m-invariance method which provide insertion and deletion 
operation on dynamic data. These methods provided privacy 
to data in the dynamic releases but the methods remained 
insufficient to provide privacy to tuples in real time. 

2.3 Stream data privacy preservation 
Privacy preservation techniques in data stream should 
provide privacy in real time. In [14] authors introduced 
specialization tree which accumulate data streams and node 
structures are used for generalization. CASTLE [15] scheme 
considers clusters to continuously anonymize data streams. In 
this scheme accumulation of tuples of data stream take place. 
It works on delay constraint δ to release the tuples in cluster. 
In [16], probability function is used to release the data 
streams. It releases the data in cluster when data loss is less 
but delay is longer. SABRE [17] system uses t-closeness for 
anonymization of data streams. It uses sliding window as 
buffer to maintain input until new tuple replace it. Authors in 
BCASTLE [18] considered the distribution of data in data 
stream to improve data utility. Authors of SANATOMY [19] 
extended ANATOMY [11] to use bucketization approach 
instead of generalization approach to anonymize data 
streams. Authors in [20] presented algorithm, which is cluster 
based for anonymization of numerical datastreams. All the 
data stream privacy preservation techniques presented in this 
section used accumulation of tuples approach for 
anonymization. Delay-free anonymization technique 
presented by authors in [21], reduces anonymization delay 
due to accumulation of tuples in clusters. In this technique 
counterfeit values are used to reduce anonymization delay. 
These counterfeit values will be late validated with incoming 
tuples. As L-diversity technique is employed in this approach 
to create counterfeit values in the sensitive value group, this 
approach suffers from similarity and skewness attack. Also 
scalable version of this technique is needed to deal with big 
streaming data. 

2.4 Big data privacy preservation 
Privacy for big data can be categorized in three parts. Privacy 
requirements should be applied in big data collection, big data 
processing and big data storage [22]. Big data collection is 
pervasively so privacy leakage may take place. In [23], 
authors explored privacy breaches in big data using four 
different stages. These stages include data provider, data 
collector, data miner and decision maker. In [24], different 
anonymization techniques in privacy protection are 
discussed. These techniques include generalization, 
suppression, anatomization, permutation and perturbation.  

3. PROPOSED METHOD 
 
When first time the tuple is fetched, the L-diverse group for 
that tuples sensitive value will be created. After that from next 
tuple, the sensitive value of incoming tuple will be checked to 
see whether it is available in the sensitive value of earlier 
published tuples. If it is available in the group of published 
tuples then the quasi attributes of that tuples will be added in 
that group. Otherwise new L-diverse group of sensitive values 
will be created.  
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 3.1 Data stream and disease domain 
The aim of the algorithm in Figure 1 is to check every 
incoming tuple in the batch of tuples. For every tuple t, 
following conditions hold. 

1)  Ǝ t ∈ T such that each tuple contains quasi attributes and 
sensitive attribute. 

2) For each attribute in tuple, type of attribute  
type ∈{quasi, sensitive} 

3) Domain of disease contains set of disease values, from 
which L-diverse group will be constructed. 
D={D1,D2,D3….., Dn}  

Incoming stream data is divided in quasi attributes and 
sensitive attribute. For anonymization, two schema are 
considered as QIT and ST. 

1) QIT is (groupid, qi) and ST is (groupid, Si, count) 
2)  Sv is defined as Sv (Si, count) in which disease values 

are selected randomly from disease domain to make the 
L-diverse group. Sensitive values in the schema ST are 
selected from the Sv, where count of each sensitive value to 
form L-diverse group is maintained. 
 
3.2 Similarity in L-diverse group 
 
The similarity attack is handled at the time of creation of the 
L-diverse group. The L-diverse group should be created in 
such way that there should not be similar values in the group. 
At the time of L-diverse group creation following conditions 
hold. 

1) Sg=L-diverse(Sv) and Sg ⊆ Sv. 
 Sg is formed by using L-diverse function on the sensitive 
value domain. So Sg group is subset of the Sv. 

2) hash(Sort (Sg)) ∉ hashlist 
After that L-diverse value group should be sorted and its hash 
code should be calculated. Sort operation on the group is 
important because when the l-diverse groups are formed, 
randomly disease values are selected from sensitive value 
domain. In this selection of sensitive values it may happen 
that same groups are created for two different sensitive values. 
Even though the sequence of values in the group is not same, 
the two group values can be similar. For same set of values but 
ordering is different, the hash values for such groups are 
different. To avoid this condition first every group will be 
sorted and then the hash value of the group will be found.  If 
this hash code is available in list of previously calculated hash 
codes, then the group is repeated. To avoid this repetition, 
randomly one disease value will be selected and synonym 
using ontology will be found. Again the hash code of the 
group will be calculated. If hash code does not match with 
previous group hash codes, then that group will be selected as 
L-diverse group.  
The algorithm handles the similarity in the group by 
comparing one value with the other disease values on 
semantic level. If the similarity is found in the group, as 
algorithm shows synonym for that value will be selected. If 
the synonym for that value is already present in the group, 
then another synonym will be selected. Once the groups are 

formed without any similar values in the group, then it can be 
given for privacy preservation.  Each such group contains the 
published sensitive values and unpublished sensitive values. 
The data loss of the group will be calculated as 

3) Dataloss=1-(releasedcount - incomingcount). 
In this equation released count shows the late validated 
records in the group. If all incoming records get released and 
late validated, then data loss is zero. Incoming count of the 
group is showing available counterfeit values to make group 
L-diverse. 

 
 

Figure 1: Algorithm for privacy preservation using proposed 
method to avoid similarity attack. 

 

4. RESULT 
 
Figure 2 shows the data loss using ontology for synonyms of 
the sensitive values in the group. Data loss is decreased by 
using synonyms of the sensitive value in the group. Using 
counterfeit values in L-diverse sensitive group, record get 
published without delay. Delay in the anonymization is 
reduced using such L-diverse group.  The counterfeit values 
in the L-diverse group are late validated with incoming 
tuples. In initial stage data loss of that group is more. When 
more number of sensitive values in the group gets validated, 
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data loss in that group becomes less. If all values in the group 
get validated with incoming tuple then there is no data loss in 
the L-diverse group. To avoid similarity attack, we are using 
synonyms of that term. If the terms are similar in the group, 
we can replace the similar term with the synonym using 
ontology. For few disease terms, more than one synonymous 
term are available. For disease ITM2B-related cerebral 
amyloid angiopathy 2; the synonym terms are as HOOE, 
Familial Danish Dementia, Heredopathia 
Ophthalmootoencephalica, FDD, and Cerebellar Ataxia. 
There are five synonym term for ITM2B-related cerebral 
amyloid angiopathy 2 disease.  

 
Figure 2: Data loss with and without synonyms. 
Such synonyms are used to late validate the counterfeit values 
in the group, then publish ratio of the group get increased. 
Data loss of the group is minimized if the synonyms are used 
for late validation. Experimental accuracy of algorithm is 
checked by constructing the stream data with the quasi 
attributes age, weight, low blood pressure, high blood 
pressure and temperature.  The sensitive attribute in the data 
stream is taken as disease. For the disease attribute, the values 
are taken from human disease ontology.    

5. CONCLUSION 
 
Privacy preservation of stream data using counterfeit values is 
done. Similarity attack is avoided in l-diverse group using 
hash values of groups. Late validation of the counterfeit 
values is performed in less time using synonyms of sensitive 
values. As the validation of the values in group is increased, 
data loss of the group due to counterfeit values gets reduced. 
This method is useful to avoid similarity attack in privacy 
preservation of big data in stream format. 
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