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 
ABSTRACT 

In recent years, anomaly detection has more importance in 
networking domains. Machine learning is very effective in 
anomaly detection to improve accuracy in classification. To 
ensure automated and effective cyber threat detection, 
analysis of security logs from the dataset is required. Usage of 
the internet increases cyber-attacks and at present, the cyber 
security situation is pessimistic. Use of social media and 
networking has increased in daily life, nowadays all are 
learning and working by using the internet but on the other 
hand, it becomes serious security threats problem. Thus the 
development of the Intrusion Detection System (IDS) is 
essential to provide an extra level of security. Cyber threat is 
an important issue faced by all organizations. However, it has 
difficult to use machine learning algorithms for threat 
detection analysis, due to huge number of negative threats 
detection, especially in the case of large scale environments.  
In this paper, we surveyed clustering and classification of 
machine learning algorithms. Using machine learning 
algorithms cyber threats and false detection rates are reduced 
which increases the performance of the system. 
 
Key words : Multi-Layer Perceptron (MLP), Intrusion 
Detection Systems (IDS), Principal Component Analysis 
(PCA), Fast Clustering based Feature Selection (FAST), 
Support Vector Machine (SVM) 

 
1. INTRODUCTION 

To detecting threats, researcher’s has developed systems. 
The attacks are over the networks and therefore, consider as a 
malicious activity. Hence, IDS is used to secure the network 
from such activity and attacks. The working of IDS is to 
gather the information from network and used for threat 
detection analysis. There are many techniques to detect 
intrusions efficiently [12]. 

IDS are developed to identify unauthorized access or 
manipulate computer systems. IDS collect network data to 
identify different kinds of malicious services. IDS have two 
major classifications, signature-based detection and 
anomaly-based detection. In signature-based IDS, attack 

 
 

pattern of intruders are matched with existing database 
pattern then the system will notify once the match is 
identified. To identify the new attack pattern Signature 
databases have to be updated frequently. However, anomaly 
based detection system stores the behavior of the normal users 
over the network and find the any action different from 
normal behavior [7]. 

Cyber-security attacks are increasing in computer network. 
Therefore, robust and reliable security framework requires in 
society. An IDS is an important to prevent the threats in 
computer network system [1,21]. Unsupervised IDSs can 
differentiate between normal behavior and malicious 
behavior[17]. Machine Learning (ML) techniques has played 
important role in IDS. ML-IDS is analyzing and classifying 
the information [12, 21]. Data mining technologies such as 
naïve Bayes networks, fuzzy logic, neural networks, support 
vector machine and genetic algorithms are used for pattern 
recognition and classification as they have enhanced the 
performance of the models that use by such algorithms. 

IDS can be used for big data over the network, which 
contains redundant and irrelevant attributes. Irrelevant 
attributes can make it difficult to identify malicious activity, 
causing slow testing process and low detection rate. Attribute 
selection is important in IDS as it gives high classification 
performance using training data. Some of the attributes may 
be duplicate and irregular [14].  Removing these attributes is 
important as they may give the low performance of classifiers. 
Attributes selection has feature to find the subset of attributes 
for accuracy [6, 8].  

In this paper, a survey has been made based on IDS 
machine learning algorithms. To achieve this, different 
machine learning algorithms are considered to find out the 
best suitable among them. Machine learning algorithms can 
apply to calculate the accuracy of the detection rate. 

The remaining section has organized as follows: In Section 
2, we describe the literature survey. Finally, in Section 3, we 
summarize the present study and draw some conclusions. 
 
2. LITERATURE SURVEY 

In IDS and network security, Machine Learning 
classification algorithms has used to reduce the false detection 
rate in detection systems and differentiate between normal 
and abnormal behavior of network traffic. 
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2.1 Data Mining Techniques 
Data mining algorithms have been recently used for 

development of intrusion detection models to reduce data 
overloading. These models extract useful knowledge by 
searching for patterns and relationships from the data 
collected thereby improving decision making. In 
classification, the features of the new object are observed and 
are assigned to one of the existing set of classes. Classifier 
models gain knowledge from the training data and detect the 
class for the new instances. Many supervised learning 
algorithms are used to solve classification problems [28]. 

SVM is one of the efficient techniques when the sample 
training data is small [22]. In recent years, many hybrids 
intelligent systems have been proposed to improve accuracy. 

Data Mining has widely used in intrusion detection. It is 
used for removing unwanted information over the network 
and keeps the important information in the network. Data 
mining is used in computer network for security. The below 
algorithms of data mining techniques are used in the IDS. 
 
2.1.1 Machine Learning Algorithms 

Machine learning is important in data mining algorithms 
as they are pointing the issues related to information. 

Machine learning techniques are: 
•Multi-Layer Perceptron (MLP): MLP is an algorithm that 

works on the concept of feed-forward a neural network with 
multiple hidden layers. MLP is common in the fields of 
pattern prediction, classification, approximation and 
recognition as it is addressing the issues that are not linearly 
separable. 

•Support Vector Machine (SVM): SVM reduces the error 
without concerning the classification error and it can be used 
the duality theory of mathematical programming for efficient 
computational methods [26, 30,35]. 

•Bayes Net: Bayes Net gives the information about each 
cycle and relation between to each other cycle 
probabilistically. Bayes Net acquires Bayesian networks 
under predictions like nominal attributes and correct values. 
A Bayes Netis depends on nodes which saves the large 
number of computation. It is not required to save all the 
configurations of cycles. 

•Random Forest: Random Forest algorithm can categorize 
each new object based on the separate choice analysis done by 
each tree.  
 
2.2 Anomaly Detection  

ANOMALY detection has different patterns to searching 
information for expected behaviors. Number of techniques 
has been implemented to solve this problem, in that one-class 
support vector machine (OCSVM) is the much useful method. 
 
2.2.1 Support Vector Machine (Svm) 

SVM is the most useful technique of Machine learning [3, 
13]. An SVM plays effective role as a classification technique 
in a problem, such as signal processing, often providing a 
huge enhancement over challenging methods [4, 18, 29]. In 

cyber-security, the SVM can decrease false detection rate and 
increase the accuracy of IDSs. The classifier is useful to 
analysis the network traffic and differentiate it two possible 
outcomes malicious and non-malicious. Machine learning 
algorithms helps and contributes to detect a classification 
technique in anomaly-based IDS. It can measure the 
execution of IDS against different SVM methods one class 
and two class SVMs. Even though a two-class SVM gives 
much accurate performance, if one class SVM has robust, 
then it could reduce the necessity of offline dataset labeling 
process. A one-class SVM needs normal traffic of trained 
dataset for classification. Attribute subset selection is an 
actual procedure of separate not pertinent data, increasing 
quality, and refining result comprehensibility [11,27, 32].   

It can be achieved regression, outlier detection, and 
classification using Support Vector Machines (SVMs) 

 
Advantages of SVM are: 
1. Efficient results in big dimensional spaces 
2. Less usage of memory as SVM uses set of training data in 

the decision-making function 
3. Various kernel functions can be used for the support 

vectors. [8,34] 
4. It gives good performance when small trained data with 

more attributes. 
 
Algorithm for SVM-  
1. Importing Dataset 
2. Dividing data into training data & testing data 
3. Feature Scaling 
4. Fitting SVM to the training data set 
5. Predicting the test data 
6. Creating the Confusion Matrix 
7. Display the training data results 
8. Display the test data results 

 
2.3 Clustering Algorithms 

Analyzing the internet traffic is very essential for the initial 
detection of cyber-attacks and network security. In large 
corporations, network traffic is high due to high level of 
internet usage, statistical tools are unable to identify 
malicious activities. Arithmetical Clustering can be used as 
an effective way to separate normal and malicious 
information. It could analyze and compare clustering 
algorithms like DBSCAN, K-Means and BIRCH for network 
traffic survey because of the arithmetical nature of the 
data-set, and due to K Means is giving good performance 
compare than other Hierarchical methods (Agglomeration, 
Divisive etc.) [33]. To detect the IDS K-means algorithm is 
good than other algorithms. 
 
2.3.1 K-Means 

K-means algorithm specifies the data point to a class. The 
data point is divided into clusters; the cluster center is the 
shortest distance from the data point. The clustering centers 
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are optimized and a new clustering center is calculated for the 
data points allocated in the cluster [19,23]. The algorithm 
ends until the cluster center does not change. The main 
advantages of the algorithm are that the complexity of the 
algorithm is low, fast calculation, consumption of small 
resources and high efficiency. K-means algorithm is used for 
large data sets and better clustering. The K-means algorithm 
mainly includes the following aspects: K-means algorithm is 
used to select different initial clustering center which leads to 
the final clustering results. The clustering results depend on 
the selection of initial cluster centers which may also 
randomly select the initial clustering center, resulting in the 
K-means algorithm find a suboptimal solution[20,31,33].  

Algorithm for K-Means- 
1. Randomly choose n cluster centers 
2. Assign each point to the group that has the closest 

centroid.  
3. When all data points have been allotted, recalculate the 

locations of the n centroids.  
4. Repeat Steps 2 and 3 until the centroids no longer change 

[10]. 
 
2.3.2density-Based Spatial Clustering (Dbscan) 

DBSCAN generates cluster regions with higher spatial 
density of data points, whereas low density regions are 
marked as clusters of noise. DBSCAN requires two essential 
input variables, a radius of nearest cluster and minimum 
points of cluster neighborhood. 
 

DBSCAN makes more significant clusters in case of 
operational and behavioral studies being unaffected to noise 
which can handle clusters of different categories[33]. 
However, it’s dependent on its defined value of parameters. 
Generally, DBSCAN is not giving correct results in security, 
due to network heavy network traffic. 
 
2.3.3 Balanced Iterative Reducing & Clustering Using 
Hierarchical (BIRCH) 

BIRCH is capable of a multilevel hierarchical based 
clustering algorithm that produces hierarchical clustering 
dendrogram [33], known as a clustering feature (CF) tree. 
Each cluster in the CF tree is entitled three parameters (N: 
number of data points, LS: linear sum, SS: square sum). In 
case of larger datasets BIRCH clustering is not giving high 
performance as its working very slow since it has number of 
clustering cycles depending upon the data resolution and 
splitting level. Hence, it’s role in cyber security is only limited 
to small scale clustering on a subset of data, in combining 
with a large-scale algorithm (DBSCAN, K-Means etc.) 
clustering data at a higher level. 
 
2.4 Feature Extraction  
2.4.1 Principal Component Analysis (Pca) 

PCA used statistical techniques in the field of data mining 
to reduce the dimensionality and to identify data points with 
the highest possible variance [8,25]. The PCA is used to 

differentiate network traffic data into normal and anomalous 
sub-regions. In this method, the focus is on the detection of 
anomalies in origin-destination flow aggregated in backbone 
networks and it is a necessary component within the IDS 
system. The PCA method identifies anomalous traffic on a 
particular link by comparing it with past values. Thus, PCA 
separates link traffic measurements into sub-regions 
representing normal and abnormal traffic. PCA is an effective 
technique in data compression and feature extraction. In 
Feature selection process information space is converted into 
a feature space, which has a lower dimension [11,15,16].  

PCA minimizes the number of dimensions needed to 
classify new data and creates a set of principal components. 
This minimizes computational costs and the inaccuracy of 
parameter evaluation. 

Algorithm for PCA- 
1. Determine the covariance matrix of the normalized 

n-dimensional dataset. 
2. Determine the eigenvectors and eigen values of the 

covariance matrix. 
3. Sort the eigen values in descending order. 
4. Select the k eigenvectors that correspond to the k largest 

eigen values where k is the number of dimensions of the new 
feature subspace. 

5. Create the projection matrix from the k selected 
eigenvectors. 

6. Convert the original dataset to build a new 
k-dimensional feature space [24]. 
 
2.4.2Fast Clustering Based Feature Selection Algorithm 
(FAST) 

Attributes set selection is a way of detecting and 
eliminating irregular and duplicate attributes. Irrelevant 
attributes and duplicate attributes [9] are not giving correct 
enhanced predictor. Which solves using already present 
information of other attributes. FAST algorithm can remove 
the different attributes while maintained the duplicate 
attributes. In a network to identify anomalies, a FAST 
algorithm is a necessary component within the IDS system. 

The FAST algorithm is working based on minimum 
spanning tree (MST) method to cluster attributes. It is not 
assuming the data cluster centers by a regular geometric 
curve. The FAST algorithm does not have any limit for any 
types of information [9]. 

Different attributes and duplicate attributes cause the 
accuracy of machine learning [9]. Attribute set selection can 
identify and eliminate irrelevant and redundant information. 
Good feature subsets contain features that are highly 
correlated with predictive class, yet uncorrelated with not 
predictive class [2, 9]. 

The FAST algorithm effectively and efficiently deals with 
the different and duplicate attributes. To obtain features 
through a new feature selection this repressed of two 
connected segments of different and duplicate attributes 
removal. Selecting relevant features from the object by 
removing different ones and then removes duplicate attributes 
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from relevant ones by selecting from different attribute 
clusters and creates the concluding set [9]. 

The FAST algorithm involves three steps: first, the 
construction of the MST from a weighted complete graph; 
second, the partitioning of the MST into a forest with each 
tree is representing a cluster; third, the collection of 
representative attributes from the clusters [9]. 

 
 

Algorithm for FAST- 
1. Collect a training data set from a particular domain. 
2. Shuffle the data set.  
3. Break it into m partitions  
4. For each partition (k = 0, 1, ..., m-1 ) 
     a. Let Outer Train set(k) = all partitions except k. 
     b. Let Outer Test set(k) = the k’th partition  
c. Let Inner Train(k) = randomly chosen 70% of the Outer 

Train set(k).  
d. Let Inner Test(k) = the remaining 30% of the Outer 

Train set(k). 
     e. For l = 0, 1, ..., n  
Search for the best feature set with l components,. using 

leave-one-out on Inner Train(k) Let Inner Test Score(kl) = 
RMS score of on     Inner Test(k). 

End loop of (l).  
f. Select the best inner test score.  
g. Let Outer Score(k) = RMS score of the selected feature 

set on Outer Test set(k)  
End of loop of (k).  
5. Return the mean Outer Score. 
 

2.4.3 Intrusion Detection System (IDS) 
An intrusion detection system observes the activity in a 

system and chooses whether these activities are malicious or 
not. Network-based IDS analysis for all activities in network 
traffic and set up an alarm whenever abnormal activity is 
observed.  

 
Algorithm for IDS- 
1. Gathering of data coming from network traffic and 

monitoring application log. 
2. Feature extraction & Data selection- Select the required 

data for security analysis.  
3. Differentiate between known and unknown packets- 

Partition the set into subsets using the different attribute  
4. Data comparison- Matching selected traffic against 

stored rules 
5. Build a decision tree node containing that attribute  
6. Analysis of reports for anomaly detection  
 
The table below shows analysis of different algorithm 

based on various features i.e. reduced noise and 
computational cost, enhanced accuracy and performance.  
 
 

Table 1: Analysis of algorithms 

 
 

3. CONCLUSION 
We have studied various clustering algorithms, classifier 

algorithms and features extraction algorithms. 
K-means[19,20,31], SVM [3, 22, 32, 34, 35] and FAST 
[2,5,9]algorithms has given better results. The survey shows 
that the system can speed the training process and tests the 
intrusions detection which is required in network security 
related applications. 
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