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ABSTRACT 

Researches focusing on deep learning for speech 
recognition are integral for the successful implementation 
of natural language processing (NLP). Successful 
implementations of NLP would allow even non-technical 
and illiterate users to have access to technology by simply 
using their native tongue.  Currently, there are very limited 
studies on the use of the Convolutional Neural Network 
(CNN) for Automatic Speech Recognition of Filipino 
Language. This paper presents a CNN model using 
SqueezeNet architecture for the Filipino language with 
99.58% training accuracy, and 84.71% testing accuracy. 
Experimental method was employed to achieve this 
accuracy by adjusting the learning rate of the model.  
SqueezeNet architecture was chosen because it requires 
less resource but maintains the same level of accuracy as 
compared to other neural network architectures. Mel 
Frequency Cepstral Coefficient was also utilized to 
convert the audio inputs into Mel Spectrograms. The study 
also presented the precision rate of each Filipino class 
identified in the data set and how CNN was used to 
increase prediction accuracy. This CNN model in this 
study can be used as basis for further improvement of the 
speech recognition rate of other Filipino words and other 
new languages. 

Key words: Automatic Speech Recognition, 
Convolutional Neural Network, CNN for Filipino 
language, Mel Frequency Cepstral Coefficient, Natural 
Language Processing, SqueezeNet architecture, Speech 
recognition for Filipino Language.   

 

1.INTRODUCTION  
 
Automatic Speech Recognition (ASR), sometimes called 
Automatic Voice Recognition, is the process of converting 
voice speech signals into text, which can be in the form of 
a word, word sequences, syllable, or any sub-word unit [1]. 
ASR being a subset of Natural Language Process (NLP) 
under the knowledge area of Artificial Intelligence (AI), 
aims to make communication between humans and 
computers as natural as possible. Its ultimate goal is to 
have human-computer communication indistinguishable to 
the human-human conversation. 
 
With the advances in the field of neural networks, a series 
of algorithms used for recognizing relationships in a given 

set of data by using the human brain operation as model [2], 
has been continuously addressing difficulties relative to 
ASR. Deep Neural Networks (DNNs), a neural network 
with more than two layers of complexity and uses  
mathematical modeling to process data [3], has been used in 
speech recognition as early as 2010. DNNs made some 
significant achievements in automatic speech recognition. 
However, due to different speaking styles and settings, a 
model that can account for small shifts and perturbations in 
feature space leads to overfitting, and poor generalization is 
desired [4]. This lead to the focus on alternative neural 
network architecture, Convolutional Neural Networks 
(CNNs), to address some of these issues. CNNs, also 
known as ConvNet, are specific types of artificial neural 
network that uses machine learning unit algos or 
perceptrons to analyse data and perform supervised learning 
[5]. CNNs are implemented in computer vision, mainly in 
face recognition, scene labeling, image classification, action 
recognition, human pose estimation, and document analysis 
[6]. However, CNNs, when employed with a small number 
of convolutions, still suffer from overfitting [7]. 

CNNs provide significant improvement in the performance 
of image classification by using a large number of 
convolutional layers and sophisticated designs, and this 
similarity in CNN structures prompted CNN’s use in 
speech recognition [8]. In order to visualize the audio 
signals, sounds need to be converted into spectrograms 
(two-dimensional representations of frequency over time) 
and mapped into a grid-like topology and then inputted to 
the CNN to be processed. This concept has been 
implemented in various research works on several types of 
audios and speeches and of different languages, but the 
results vary. In the research “Speech Recognition: Key 
Word Spotting through Image Recognition” [9], the 
developed CNN model was able to achieve a validation 
accuracy of 92% using 20% sample of input data. The low 
accuracy of the random sample is attributed to the limited 
data set that was used to train the CNN model. 

 
CNN model for ASR implemented in the Filipino language 
is relatively unexplored. Previous studies on ASRs employ 
Hidden Markov Model [10], [11], [12], [13] while some 
focused only on recognition of Tagalog vowels [14]. 
Hence, the study is conceptualized to address this research 
gap. The objective of this paper is to develop a CNN 
model for the Filipino language, an important component 
in Automatic Speech Recognition of Filipino language. 
The paper also tested the accuracy of the developed CNN 
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model in terms of recognizing Filipino words. With this 
study, an available CNN model for Filipino words which 
uses processed data set was made available for automatic 
speech recognition.   

 
The first section of this paper introduced the project and its 
objective and the use of CNN for speech recognition. The 
second section presents the literature associated with the 
concept of the paper, while the third section described the 
data set used in the study, including the pre-processing 
performed to prepare the data for deep learning. The fourth 
section details the process of applying a convolutional 
neural network to the Filipino language, including all the 
pre-processing requirements. Also, this paper discusses 
significant findings from experiments conducted. The last 
section discusses the conclusion and the future works 
related to the paper. 
 
2.LITERATURE REVIEW 

 
2.1 Convolutional Neural Network 
Convolutional neural networks (CNNs) are commonly used 
in image identification and recognition problems as these 
CNNs offer several advantages compared to other 
techniques [15], as shown in Figure 2. This paper describes 
the various layers used. It used recognition of traffic signs 
where the authors discussed the challenges of the CNN 
implementation, and introduced Cadence-developed 
algorithms and software that can assess computational 
burden and energy for a by modifying recognition rates of 
traffic signs. This process of CNN layering was covered by 
the study.  

A common implementation used in NLP is text 
classification. These implementations use text classifiers 
and rely on features designed for human use, such as 
dictionaries, knowledge bases, among others. The paper 
introduced a recurrent CNN for text classification without 
the above mentioned human-designed features. The model 
used a structure to capture the context of the information to 
learn how words can be represented, and reduce noise in a 
considerable level compared to some window-based neural 
networks. The authors employed a max-pooling layer that 
evaluates the critical roles the words play in the entire text 
[16]. The same principle of classification was employed in 
the study, but the focus is on speech or utterances. 

Another study implemented CNN in mosquito imaging by 
extracting features from mosquito images to identify adult 
mosquitoes from various species and identify which are 
carriers of some fatal diseases like Dengue, Chikungunya, 
and Zika. The use of CNN provided an significant method 
for autonomous identification which is important for health 
workers and taxonomists for the identification of some 
insects that can transmit infectious agents to humans [17]. 
The study also used feature extraction for the classification 
of sounds. It also validated the accuracy of the CNN model 
for Filipino words. 

 
Convolutional neural network (CNN) was also used is 
various computer vision activities and implementation to 
various human endeavor including radiology [18]. This 
paper offered the basic concepts of CNN and its 
application to radiological tasks. It discussed challenges 
and future directions in radiology field and how CNN can 

be used in addressing these. Similar to the use of multiple 
building blocks of this study, the study also experienced 
overfitting due to a small data set. The paper provided a 
complete CNN layer composed of a convolution layer, 
pooling layer, and fully connected layer plus the checking 
of non-linearity, as shown in Figure 1. 
 

 
Figure 1: Structure of a CNN 

 
CNN was also used for other scientific activities like 
natural history collections [19]. This study presented 
examples of how deep CNNs can be applied in analyzing 
of images of herbarium specimens. The results showed that 
CNN can detect mercury-stained specimens across a 
collection with 90% accuracy. Results also showed that 
CNN can accurately identify differences of two 
morphologically similar plant families with 96% accuracy. 
The way CNN modeling processes employed in this study 
was also adapted to this paper. 

 
2.2 Automatic Speech Recognition 
Automatic Speech Recognition (ASR) is the integration of 
process and the technology to convert speech signals into 
sequence of words or other linguistic entities using 
algorithms implemented in a device, a computer, or 
computer clusters [20]. Applications focused on consumers 
increasingly require ASR to be adaptable to the full range 
of real-world noises and other disturbances in the 
environment. The study is an attempt to provide a take-off 
point for ASR in Filipino by utilizing the same process of 
converting Filipino spoken words into word or sequence of 
words.   

 
There are a lot of desirable aspects for the use of ASR in 
enhancing user experience. A sound ASR system can allow 
human voice command over typing, which facilitates faster 
communication. ASRs can also allow less knowledgeable 
users, through their natural language, interact with 
technology. In the work environment, ASRs can increase 
productivity, improve reliability, save time, minimize 
mistakes, and provide greater mobility. However, despite its 
many advantages, the development of ASR systems is by 
itself complex, as shown in Figure 2, and faces many 
challenges. There are challenges on the language itself like 
variability, characteristics, form, grammar, and vocabulary, 
challenges on the speakers of the language like 
pronunciation, speed of utterance, age, and the environment 
with which the speech was made like surrounding noises. 
 

 
Figure 2: General Framework for ASR System 

2.3 CNN for Automatic Speech Recognition 
ASRs show the relationship between the acoustic speech 
signal and the phones in two steps: feature extraction and 
classifier training. Recent studies have shown that, in the 
CNN framework, direct modeling of the relationship 
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between the raw speech signal and the phones is possible, 
and ASR systems standardization can be built. In this 
paper, the authors analyzed and showed how the CNN 
learns (in parts) and models the phone-specific spectral 
envelope information of 2-4 ms speech. The robust CNN-
based model yielded an ASR trend similar to standard 
short-term spectral based ASR system under noisy 
environments [21]. This paper proved the robustness of 
CNN-based models. It was also observed in the CNN 
model for the Filipino language. 

 
Another paper focused on single-word speech recognition 
where CNN was used to identify a set of predefined words 
from a set of short audio clips. It used the Speech 
Commands dataset, which consists of 65,000 one-second 
long utterances of 30 short words of where identifying and 
classifying 10 words was implemented, To classify 
samples, the authors used one dimensional convolution on 
the raw audio waveform. The model achieved 97.4% 
accuracy on the validation set, 88.7%, and 89.4% on the 
two test sets. The paper showed that the model could 
predict samples of words it has seen during training with 
high accuracy. However, the model suffers from overfitting 
and had difficulty identifying words with extreme noises in 
the training data [22]. 

 
3.EXPERIMENTAL SETUP 
3.1 Dataset  
The data set used in this paper came from the Electrical 
and Electronics Engineering Institute of the University of 
the Philippines Diliman, a public university in the 
Philippines. It is composed of five (5) volumes of audio 
files in wav format (mono recording with sampling rate of 
20 KHz) . It has a total of 140.8 hours of spoken Filipino 
sentences, words, and syllables with a total file size of 
15.545 Gb. The gender of the speaker is 53% female, and 
47% are male. Their age ranges are: 97% are 20-27 years 
old; 2% are 28-35 years old; and, 1% is 36-43 years old. 
Twenty-eight percent (28%) are spontaneous speeches, 
while 72% are non-spontaneous. 

 
Each file in the volume follows a naming convention used 
to distinguish one file from another. The filename given 
indicated the gender of the speaker, the age bracket, and 
the type of spoken words, among others. File size ranges 
from 2Mb to 110Mb with an average duration of 1.1 
minutes to 50.3 minutes of talk time. 

 
Files in the data set were mostly composed of paragraphs, 
sentences, words and syllables in Filipino. In this 
unstructured format, the data set needs pre-processing to 
make it ready for speech recognition that is based on deep 
learning. To manipulate this waveform signal, the data 
needs to be translated into spectrograms, a visual 
representation of the spectrum of frequencies of a signal as 
it varies with time, using Adobe Audition. Adobe Audition 
was used as an editing tool to do simple cuts and splicing 
needed for this speech manipulation.  

 
Since these were the raw data set, hours of speech 
segmentation with automatic labeling, shown in Table 1, 
was implemented to prepare Filipino corpora usable for 
deep learning, specifically CNN modeling. The process 

employed was able to extract 95% usable data set from the 
raw data set. However, among the extracted words, only 
forty-one (41) Filipino words were used in this study 
because a minimum limit of 200 samples of each word was 
set as a parameter.  
 

 
Table 1: Speed Segmentation of the Dataset 

 
The data set used in the CNN model for the Filipino 
Language is composed of forty-one (41) Filipino words 
with over 200 samples each word, i.e., over 12,000 
samples. These samples were used to train and test the 
model. Eighty percent (80%) of the sample Filipino words, 
shown in Table 2, were randomly chosen to train the CNN 
model and compute its accuracy. Twenty percent (20%), as 
shown in Table 3, Filipino words from the sample data set 
were used to test the CNN model for its accuracy. 

 
Table 2: Dataset Used for CNN 

 
 
The paper utilized the concept of CNN in Automatic 
Speech Recognition taking spectrograms as input as shown 
in Figure 3.  

 
Figure 3: CNN for Speech Recognition 

 
The processes done in this paper is shown in Figure 4. 
With audio files as input, preprocessing was done to 
convert these inputs into Mel Spectrograms and extract 
features (phonemes).  Optimization using Adam was 
integrated before the actual modeling process was done. 
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Figure 4: CNN Processes for Filipino Language 

 
3.2 Preprocessing - Conversion of Audio Files to Mel 
Spectrogram 
Figure 5 shows the process of converting audio input into 
the Mel Frequency Cepstral Coefficient (MFCC) or Mel 
Spectrogram. The first step in ASR is to extract features of 
the audio files to identify components that can be used in 
identifying the appropriate words and eliminating other 
information which does not contribute to the recognition 
process like background noise, emotions, and others. The 
phonemes [23] in a speech produced by the sound is 
determined by the shape of the vocal tract including the 
tongue, and teeth, among others, wherein the shape of a 
vocal tract is identified in the envelope of short-time power 
spectrum [24]. MFCC accurately represents this envelope. 

 
Figure 5: MFCC Deviation Process 

 
To generate the Mel Spectrogram, sample input with 
windows of size 2048 and a hop size of 512 were defined 
for the system to sample each time following the next 
window. Each window is transformed from a time domain 
to a frequency domain by computing the Fast Fourier 
Transform (FFT) for each window. Mel scale was 
generated by separating the entire frequency spectrum into 
evenly spaced frequencies of 128. Note that this is not 
based on distance on the frequency dimension, but the 
distance by which it is heard by the human ear. 
 
Each window was processed by decomposing the 
magnitude of the signal into its components corresponding 
to the frequencies in the Mel scale. The audio input was 
converted to Mel Spectrogram using the function. This Mel 
Spectrogram was converted to decibels using the function.  
 
3.3 Feature Extraction 
The Mel Spectrograms generated will be used to extract 
features from the image. Phonemes from each sample of 
the class will be extracted to identify the appropriate 
Filipino word a specific phoneme is mapped. Figure 6 
shows samples of spectrograms of the Filipino word 
“Ang”, which is “the” in English. MFCC extracts these 
features and compares the power and decibel computed 
from each frame.  

 
Figure 6: Sample Spectrograms of the Filipino Word “Ang” 

 
3.4 Optimization 
Adam (or Adaptive Moment Estimation) was used as an 
optimization algorithm rather than the classical stochastic 
procedure since it achieves goods results fast for training 
deep learning models [27]. This algorithm is appropriate 
for natural language processing because of its adaptive 
learning rate optimization method, which finds individual 
learning rates for each parameter. This means that sparse 

gradients, or those networks not receiving strong signals to 
tune their weights, in this case, those areas in the model 
which does not achieve a reasonable level of performance, 
will continuously be modified until the desired result is 
achieved. In this paper, the learning rate is the object of 
manipulation. 
 
3.5 Modeling  
The study used the SqueezeNet architecture for the 
arrangement of its neurons being the most appropriate in 
the study and its modelling of layers, connection patterns 
between layers, activation functions, and learning methods 
[25]. Among the many available architectures for neural 
networks, SqueezeNet was the most appropriate because it 
requires less communication across servers, less 
bandwidth, and less memory but achieves the same 
accuracy result [26]. Diagram for SqueezeNet Architecture 
is shown in Figure 7. This architecture of SqueezeNet is 
pre-built on Jupyter Notebook, an interactive 
computational environment for Python language.  

  

 Figure 7: SqueezeNet Architecture 
 

The initialized value of the SqueezeNet architecture for 
this paper is input shape = 32x32 pixels 3 channels (R, G, 
B); 41 Filipino words as classes; and max pooling for the 
Pooling Layer. The model, which was automatically 
generated by the script, resulted in 67 layers. 
 
To visualize the model, Keras (open source neural network 
library written in Python) library was used to provide a 
utility function for plotting. The four arguments in the 
plot_model control the parameters for the graph to be 
visualized, such as controlling the output shapes, 
controlling layer names, controlling nested models into 
clusters, and controlling image dpi. 
 
Image pre-processing was done using the 
ImageDataGenerator function to generate batches of tensor 
image data which will be looped over in batches. The 
number of images per batch of training and testing is set to 
64 with a standard size of 32x32 (length x width).    
 
In training the model, the callback function imports the 
values of the EarlyStopping, ModelCheckPoint, and 
ReduceLROnPlateau for every epoch, the number times 
that the learning algorithm will work through the entire 
training dataset [28]. The ModelCheckPoint function saves 
the model if its performance is better than the previous 
model. The EarlyStopping function stops the training of 
the model if the model’s accuracy is not improving, given 
its patience value, in this case, 10. The 
ReduceLROnPlateau function reduces the learning rate of 
the model when the loss is not decreasing, given the 
patience value, in this case, 5. The CNN architecture was 
compiled using these functions and the parameter set for 
accuracy together with the Adam optimizer learning rate. 
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To cover the 41 classes, the number of training images per 
batch was set to 62 for both train and set images. The 
model will train 500 times (epoch = 500), and the steps per 
epoch were set to 2000 and 1000 validation steps to cover 
all the 9000+ training images and 2000+ test images. The 
CNN architecture was plotted using the Keras plot_model 
function model, and these were saved to update the model. 
These processes were iterated until the model achieved the 
highest accuracy. Figure 8 shows the CNN Model. 

 
Figure 8: CNN Model for Filipino Language 

 
3.6 Evaluation 
To evaluate the CNN model, precision, recall, and f1-score 
were computed. Precision is the ratio of correctly predicted 
positive observation over the total predicted positive 
observations. Recall is the ratio of correctly predicted 
positive observations to all observations in the actual class. 
F1 score is the weighted average of Precision and Recall. 
Accuracy is the ratio of correctly predicted observation to 
the total observations.  

4. RESULTS 
Table 3 presents the training classification results. In the 
training results, the model achieves 100% accuracy.    

 
Table 3: Training Classification Results 

 
 

Table 4 presents the training classification results. In the 
training results, the model achieves 85% accuracy.    
 

 
 
 
 
 

Table 4: Testing Classification Results 

 
To optimize the parameter values in the CNN model, loss 
function was used to indicate how well those parameters 
accomplish the prediction of Filipino words. The desirable 
value for this model is to achieve 100% accuracy in 
prediction. The loss tables per epoch for both training and 
test/validation set were reflected in Table 5. 

Table 5: Loss Per Epoch 

 
Figure 9 shows the accuracy graph of the model for every 
epoch. The graph's training accuracy started at 89.85%, 
and validation accuracy of 79.32% due to a large amount 
of batch size indicated (64). Steps per epoch in which the 
specified value is 2000 that resulted in faster convergence 
of the model, but the model suffered from overfitting 
because of the limited amount of data. 

 
Figure 9: Accuracy Graph 

Figure 10 shows the graph for the loss of the model for 
every epoch. The training loss started at 0.342 and ended at 
0.018 while the validation loss started at 0.873 and ended 
at 1.060. It is clearly indicated that the model learns from 
the training data well in which it cannot correctly identify 
on the validation data. 

 
Figure 10. Loss Graph 
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5.CONCLUSION 
In this paper, a convolutional neural network was used to 
recognize Filipino words automatically. The accuracy of 
the CNN model for the training set reached 99.6%, while 
for the validation, the accuracy was 84.7%. It was 
observed that the CNN model has overfitting, which is a 
common problem in any CNN model. It can be resolved by 
having more data sets that can be used to train the model.  

 
It is recommended that the data set used in this study be 
augmented by considering other sources like those which 
are publicly available like YouTube, although 
preprocessing of these would require extensive speech 
segmentation. Applying Generative Adversarial Network 
(GAN) to increase the number of data set is also 
recommended since GAN applies two CNNs to create data 
set from an original data set. With an increased number of 
data set, the CNN model can be further trained to 
recognize more Filipino words with higher accuracy. 
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