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ABSTRACT 

Classification is a major obstacle in Machine 
Learning generally and also specific when tackling 
class imbalance problem. A dataset is said to be 
imbalanced if a class we are interested in falls to 
the minority class and appears scanty when 
compared to the majority class, the minority class 
is also known as the  positive class while the 
majority class is also known as the negative class. 
Class imbalance has been a major bottleneck for 
Machine Learning scientist as it often leads to 
using wrong model for different purposes, this 
Survey will lead researchers to choose the right 
model and the best strategies to handle imbalance 
dataset in the course of tackling machine learning 
problems. Proper handling of class imbalance 
dataset could leads to accurate and good result. 
Handling class imbalance data in a conventional 
manner, especially when the level of imbalance is 
high may leads to accuracy paradox (an 
assumption of realizing 99% accuracy during 
evaluation process when the class distribution is 
highly imbalanced), hence imbalance class 
distribution requires special consideration, and for 
this purpose we dealt extensively on handling and 
solving imbalanced class problem in machine 
learning, such as Data Sampling Approach, Cost 
sensitive learning approach and Ensemble 
Approach. 

Key words: Accuracy paradox, Cost sensitive, Dataset, 
Ensemble, Imbalanced, Machine Learning, Sampling. 

 

INTRODUCTION 

In recent times Learning form imbalanced datasets 

is another worrisome area for machine learning 

engineers and data scientist, certain critical real-

world situations warrants class Imbalance 

particularly when gathering datasets to use for 

analysis, examples of these real-life situations 

includes facial recognition, Anomaly detections, 

oil spillage detection in satellite images, medical 

diagnosis, genetics and genome engineering and 

failure detection. 

A dataset is said to be imbalanced if a class we are 

interested in falls to the minority class and appears 

scanty when compared to the majority class, the 

minority class is also known as the  positive class 

while the majority class is also known as the 

negative class.  

Imbalance refers to the ratio of disproportion or 

variance that exists in class categories in a dataset 

here the number of positively influenced examples 

in a particular datasets is less than the negatively 

influenced examples in a dataset. Imbalanced 

learning takes place whenever some types of data 

distribution frequently dominate the instance space 

compared to other distributions. Considering a 
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binomial classification problem, the class with 

larger percentage data is called the majority class 

while the other class with scanty data is called the 

minority class. [2] 

The margin between the majority class and 

minority class is most times so wide and so 

magnanimous and this is called the level of 

imbalance. (Wu et al, 20008). 

The level of imbalance is predominantly high in 

fraud detection systems with order of 100 to 1 

while Other applications such as genetics and 

genome engineering has up to 100,000 to 1 level 

of imbalances. (Provost & Fawcet, 2001). 

The high level of accuracy achieved when 

imbalanced datasets are directly used in predictive 

or classification tasks is meaningless because the 

minority class has been displaced with the majority 

class and so accuracy is always above 96%, 

meanwhile such accuracy is a fluke, for instance, 

in a typical fraud detection system where an 

accuracy of 99.9% is achieved, the solution is 

useless because no fraud will be detected because 

such trivial solution that predicts all unseen 

instances to belong to the majority class, this is a 

result of the high level of imbalance in fraud 

datasets [2]. This scene of fraud detection system 

with imbalanced dataset may land the financial 

institutions in trouble because wrong individuals 

will be accused of fraud because the False 

Negative rate will be high i.e. those that are 

wrongly accused of fraud. 

The academic and industry community has done a 

thorough developmental work on the study of 

theory and practical applications of imbalanced 

datasets; in lieu of these several workshops, 

conferences and seminars has been organized. The 

first workshop organized to showcase the 

importance and needs to learn from imbalance 

dataset is the American Association for Artificial 

Intelligence workshop on Learning from 

Imbalanced dataset (AAAI'00) whose main aim 

includes observations of many application domains 

dealing with imbalanced datasets, and several 

important issues, such as how to evaluate learning 

algorithms, what evaluation measures should be 

used, one class learning versus discriminating 

methods, discussions over various re-sampling 

methods, discussion of the relation between class 

imbalance problem and cost-sensitive learning, the 

goal of creating classifiers that performs well 

across a range of costs and so on [17].  

The second organized workshop was the 

International Conference on Machine Learning 

workshop on Learning form Imbalanced datasets 

(ICML'03) whose objective was guided by the first 

workshop, here the ROC or cost curves were used 

as evaluation metrics, rather than accuracy [17]. 

 Lately Association of computing Machinery 

(ACM) A Special Interest Group on Knowledge 

Discovery and Data Mining exploration (ACM 

SIGKDD Explorations'04) happens to the third 

workshop, whose main focus was on how to bring 

something meaningful from imbalance dataset, 
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which addresses data sampling feature extraction 

and one-class learning, using boosting algorithm 

combined with other over-sampling approaches to 

make a better model [17]. 

 

Figure 1: A visual description of a balanced 

dataset 

 

Figure 2: A visual description of Imbalanced dataset 

Imbalanced dataset are risky to be subjected 
directly too machine learning models because the 
overpopulated samples could skew the outcome of 
the model in favor of the overpopulated samples, 
so for this reason imbalanced data are risky to be 
fed into model directly hence the outcome of such 
could be deceitful.  

Consider a binary classification where one class 
has less than 3% of the dataset, while second class 
has 93% of the entire dataset, if this datasets is not 
resample the outcome from such model will be 
poor. Some red spots worthy to note are: 

i. the use of classification accuracy 

ii. its risky to fit the model on raw imbalanced data 

iii. The use of standard Algorithm may leads to 
inaccuracy 

Certain pitfalls to avoid when handling 
imbalanced dataset 

Overfitting: Is a phenomenon in machine learning 
whereby a complex model is trained on too few 
datasets and model becomes acquitted with the 
training data, resulting into poor performance on 
other data. 

It is crucial that learning task must suffer from 
class imbalance, if the majority class of the dataset 
is more important than the minority class, it is not 
a problem for the majority class to dominate the 
learning process [2]. It is when the minority class 
is significant or it cannot be sacrificed to the 
dominance of majority class, then it becomes 
necessary to learn from class imbalanced. 
Therefore, there is always an assumption in class 
imbalance learning that the minority class has 
higher cost than the majority class (Zhi-Hua Zhou) 
[20][21]. 

The Performance of machine learning algorithms 
is mostly evaluated using predictive accuracy, 
however this is inappropriate in imbalance class 
learning, there's this assumption that the 
imbalanced learning that the minority class has 
higher cost than the majority class. A simple 
predictive accuracy is not enough in situation 
where there is imbalanced class.[20][2] 
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STRATEGIES OF HANDLING CLASS 
IMBALANCED DATASET 

1. Data Sampling Approach: Subjecting 
imbalanced dataset to machine learning models 
directly without been manipulated could cause a 
misleading performance inference, the reason 
being that classification dataset has an 
imbalanced class distribution. Class distributions 
plays a vital role on machine learning process, 
once the class distribution is not balanced the 
minority distribution will be ignored to favor the 
majority class especially in a scene of high level 
of imbalance. To avoid a misleading performance 
when working on imbalanced dataset Data 
Sampling Approach became necessary [5][2]. 
Data Sampling Approach makes use of either 
under-sampling or oversampling method or both 
methods to even-up the class differences, in most 
times sampling approach combine techniques 
used in transforming a training dataset in order to 
balance-up the class distribution. Once this 
dataset is balanced standard machine learning 
models can be used to train the artificially 
balanced datasets. 

 
Note Data Sampling can be performed on the 
training dataset and not on the testing datasets, it’s 
worth knowing that the reason for data sampling is 
to address the problem of relative class imbalanced 
in the training dataset and ignoring the underlying 
cause of the imbalance from the problem domain. 
There are two ways to data sampling are: 
a. Under-sampling 
b. Over-sampling 
a. Under-sampling approach is a sampling 

methodology that selectively depopulate the 
majority class, but ensure that certain dataset 
holding sensitive information about the 
majority class are retained and preserved while 
the depopulation is takes. 
There are several ways in which under-
sampling can be implemented so as to improve 
the performance of this sampling approach. 

i. Random Under-sampling is a non-heuristic 
way of re-sampling whereby the majority class 
is depopulated at random until it is equal to that 
of the minority class, the major disadvantage of 
this approach is it could result into loss of 
valuable data [27]. 
 

Having listing various flavors of under-
sampling approaches to imbalanced dataset, 
under-sampling has its pro’s and con’s. 

Merits of using under-sampling approach:  

 It is effective for large-scale applications where 
the distribution of the majority class is massive. 

 It reduces the duration for training dataset and 
storage [2]. 

Demerits of Under-sampling are: 

 Few sensitive data can be lost when reducing 
the majority class and trying to balance the 
class distribution [2]. 

b. Over-sampling is a sampling approach where 
samples of the minority class are frequently 
replicated till a balanced class distribution is 
achieved [22]. 

This methods has two disadvantages [7]. 

i. Random Over-sampling.: is an approach to 
oversampling where the minority class are 
randomly replicated so as to have a balanced 
class distribution. 

Disadvantages of Random Over-sampling 
a. It will increase the likelihood of occurring 

overfitting, since it replicate d samples of the 
minority class [7]. 

b. Over-sampling makes learning process more 
time-consuming if the original dataset is already 
fairly large but imbalanced [7]. 
 

c. Synthetic Minority Oversampling Technique 
(SMOTE). Is an over-sampling approach to 
data sampling that works by creating synthetic 
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data samples in relation to the feature space to 
over-sampled the minority class distribution. 
In SMOTE the minority class is over-sampled 
by taking each minority class datasets and 
replacing them with synthetic datasets. 
The synthetic data sets are close in the feature 
space by drawing a line between the samples in 
the feature space and drawing new samples as a 
point along that line. SMOTE approach has 
been inspired by a technique that proved 
successful in handwritten character recognition 
[4]. 
According to (Chawla et al, 2002) SMOTE 
generates synthetic examples by randomly    
interpolating between a minority class examples 
and one of its neighbors from the same class, 
Data cleaning techniques such as the Tomek-
link can be applied further to remove the 
possible noise introduced in the interpolation 
process[5]. 
Several methods have been developed lately to 
improve the performance of SMOTE algorithm 
such as dealing with nominal features, they are: 
SMOTE-NC (Synthetic Minority Over-
sampling Technique Nominal Continuous) 
and SMOTE-N (Synthetic Minority Over-
sampling Technique Nominal). These 
methods can be considered as a generalization 
of the original SMOTE algorithm to handle data 
sets with mixed features (Continuous and 
nominal) [11]. 

d. Adaptive Synthetic Sampling (ADASYN): is 
a better alternative to SMOTE that generates 
synthetic samples, inversely proportional to the 
density of the datasets in the minority class. It is 
designed to create synthetic samples in regions 
of the feature space where the density of 
minority samples is low, and fewer or none 
where the density is high [6].  
In ADASYN, the amount of synthetic samples 
(of the minority class) to be generated is 
determined by the density distribution ݎ௜. 

ADASYN principle works by generating the 
minority data samples intelligently with respect 
to their ratio of distributions from the entire 
datasets [6]. 
ADASYN method does not only reduce the 
learning bias introduced by the original 
imbalance data distribution, but can also 
intelligently move the decision boundary to 
focus on those difficult to learn samples. [6] 

2. Cost-Sensitive Learning Approach: Is a 
different approach used for solving class 
imbalance problems in machine learning, In 
Inductive Learning approach to classification, 
all the classification algorithms have different 
misclassification errors; or they implicitly 
assume that all misclassification errors cost 
equally. In real-world scenario, this assumption 
is wrong, for instance in deciding whether to 
grant a Bank customer a Bank Loan or not. 
Consider a situation where bank wants to know 
whether to give his/her customer loan or not. 
Denying a loan to a good customer is not as 
bad as giving a loan to a bad customer that 
may never repay it. 

 Cost-sensitive learning makes use of cost-
matrix for different types of errors or instances 
to facilitate learning from imbalanced datasets. 
Cost-sensitive learning does not modify the 
imbalanced data distribution directly; instead, 
it targets this problem by using different cost-
matrices that describes the cost for 
misclassifying any particular data samples [3]. 
A cost-sensitive learning technique takes costs, 
such as misclassification cost into 
consideration during model construction and 
produces a classifier that has the lowest cost. 

Decision making by using a Cost Matrix. 
Let ܥ(݅, ݆)	denote the cost of estimating an 
example from class ݅	as class. In a two class 
problem, (݁ݒ−,݁ݒ+)ܥ denotes the cost of 
misclassifying a positive sample as the negative 
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sample, and ݁ݒ−)ܥ,  denotes the cost of (݁ݒ+
the contrary case. Cost-sensitive learning 
technique take advantage of the fact that it is 
more expensive to misclassify a true positive 
instance than a negative instance, that is, 
(݁ݒ−,݁ݒ+)ܥ > ,݁ݒ−)ܥ  For a two-class .(݁ݒ+
problem, a cost sensitive learning method 
assigns a greater cost to false negatives than to 
false positives, hence resulting in a performance 
improvement with respect to the positive class 
[14]. 
 
Mathematically, assuming that	(࢏,  entry in a (࢐
cost matrix C be the cost of predicting class i 
when the true class is j. if ࢏ =  then the  ࢐
prediction is right, while if ࢏ ≠  the prediction  ࢐
is wrong.  The optimal prediction for an 
example ݔ is the class ࢏ that minimizes 
 

,࢞)ࡸ (࢏ = ෍࢏)࡯(࢞|࢐)ࡼ, (࢐
࢐

. 

 
Costs are not necessarily monetary. A cost can 
be measured timewisely, or the severity of an 
illness for each ࢞)ࡸ ,࢏,  is a sum over the 	(࢏
alternative probabilities for the true class of x. 
in this framework, the role of a learning 
algorithm is to produce a classifier that for any 
example x can estimate the probability (࢞|࢐)ࡼ  
of each class ࢐ being the true class of ࢞. For an 
example x, making the prediction i means 
acting as if ࢏ is the true class of x. [13] 

Table 1: Cost Matrix 
 
 Actual 

Negative 
Actual 
Positive 

Predicted 
Negatives 

True 
Negative 
 (૙,૙)࡯	

False 
Negative 
 (૙,૚)࡯	

Predicted  
Positives 

False 
Positive 
 (૚,૙)࡯	

True Positive 
   (૚,૚)࡯	

 

True Positive (TP) or F++ refers to the positive 
sets of data in the dataset correctly predicted as 
positive data by the classifier 

False Negative (FN) of F+- refers to the positive 
sets of data in the dataset wrongly predicted as 
negative data by the classifier 

False Positive (FP) or F-+ refers to the negative 
sets of data in the dataset that is wrongly predicted 
as positive data by the classifier 

True Negative (TN) or F-- refers to the negative 
sets of data in the dataset that is truly predicted as 
negative data by the classifier. 

A Cost Matrix is a table with rows and columns 
that assigns cost to each cells, just like a confusion 
matrix, cost matrix assigns a cost to each cell. ࡯()  
indicates the cost 

 

A learning process may involve various costs such 
as the test cost, teacher cost, intervention cost 
(Turney, 2000). The popular used cost-sensitive 
learning is the misclassification cost. 

Misclassification cost can be broadly divided into 
two types. 

i. Example dependent cost 

ii. Class dependent cost 

Example dependent cost:  assumes that the costs 
are associated with examples, that is, every 
example has its own misclassification cost; 
Example dependent cost can also be called Test 
Cost, it  assumes that acquiring a certain feature is 
connected with a given cost. 

The example dependent cost approach to cost-
sensitive learning aims at creating a classifier that 
obtains the best possible predictive performance, 
while utilizing features that can be obtained at 
lowest possible cost [18]. It can be seen as a multi-



Adeoti Babajide Ebenezer et al., International Journal of Advanced Trends in Computer Science and Engineering, 10(2), March - April 2021, 454 - 463 

460 
 

objective learning, where we try to strike a balance 
between performance and cost of used features. In 
most time, the more costly features offers, the 
higher the predictive power, leading to a problem 
of whether to use several cheaper features or few 
more expensive ones. This can also be viewed as a 
feature selection task, but many cost-sensitive 
classifiers (e.g., decision trees) have the cost 
optimization procedure inbuilt [17]. 

Class dependent cost: assumes that the costs are 
associated with classes, that is, every class has its 
own misclassification cost. Its cost-sensitive 
learning approach that aims to train a classifier in 
such a way that it will focus on classes that have 
higher costs assigned to them. They can be seen as 
priority ones and we want to influence the training 
procedure by treating them differently. 

Over the years cost-sensitive learning has gained 
most attention for problems with skewed class 
distributions [19], it is also often used in balanced 
scenarios, where incorrect classification outcomes 
may lead to severe consequences. [19] 

 

3. Ensemble Methods for solving Imbalanced 
Problems 

Ensemble learning is another unique way for 
solving class imbalance problems in machine 
learning, where several classifiers are trained with 
the imbalance dataset and the outcome from the 
multiple classifiers are combined to draw a new 
result 

Traditionally there are two approaches to ensemble 
learning they are: 

i. Boosting 

ii. Bagging 

Ensemble leverage on power of multi-modular 
base classifiers that learned on different subsets of 
the training data to improve on the classification 

performance over traditional classification 
algorithm. Few advantages of using ensemble 
approach are 

i. The more the classifier, the less the rate of error, 
which implies the model becomes more accurate 

ii. Multiple classifiers perform better than a single 
classifier. 

Few ways of implementing Ensemble approach 
are: Boosting, AdaBoost, Random Subspaces, 
Random Forests and Bagging 

 

AdaBoost is one of the effective boosting 
algorithm ensemble methods in Machine Learning, 
where several chunks of weak classifiers are 
summed together so as to create a better and 
effective classifier with high accuracy. 

How AdaBoost works goes thus: 

 AdaBoost picks subsets training data in a 
stochastic way. 

 The selected models are repeatedly trained 
with a more accurate result from the pool of 
previous predictions from the model 

 AdaBoost focus on sets of samples that were 
previously misclassified and such samples are 
assigned with greater weights than the rightly 
classified samples, Note: misclassified 
samples will get highest classification 
probability in the next iteration. 

 weights are assigned to individual base learners 
with respect to overall predictive performance 
at each iteration 

 The higher the accuracy of a classifier the 
higher the weight assigned to it 

 The entire process gets terminated when all the 
training data are classified correctly or when it 
gets to a certain threshold of a maximum 
number of estimators. 
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 Lastly a consensus vote is taken from all 
participating classifiers [28]. 

MetaCost (Domingos, 1999). Meta Cost is an 
ensemble method that makes use of groups of 
decision tree classifiers by bagging to estimate the 
posterior probability p(y|x). It begins to learn an 
internal cost-sensitive model then estimates class 
probabilities using bagging and then re-labels the 
training examples with their minimum expected 
cost classes, and finally relearns a model using the 
modified training set. [16] 

Boosting. 

Boosting: The boosting Algorithms (Leskovec and 
Shawe-Taylor, 2003), improve performance of 
weak classifiers by forcing the learners to focus 
more on difficult examples. Boosting algorithms 
have been adapted to address the problem with 
minority classes. [7] 

Bagging. 

The word Bagging is derived from Bootstrap and 
Aggregating, Breiman brought the idea of 
bootstrap & aggregating to build an ensemble of 
classifiers that is stronger than individual 
comprising units. 

In Bagging each classifier is trained using a 
generating sample of datasets usually called 
(bootstrap samples) taken from the original dataset 
as a replacement so as to ensure a enough amount 
of instances per classifier each samples usually 
contains the same number of instances as the 
original dataset. Hence, diversity is obtained with 
the re-sampling procedure by the usage of different 
data subsets. 

Some of the original instances are likely to appear 
more than once when training the same classifier 
while other instances may not appear at all [28]. 

Finally, when an unknown instance is presented to 
each individual classifier, a majority or weighted 
vote is used to infer the class.  

There are many variations of bagging algorithms. 

IBA Improved bagging algorithm. The re-
sampling process is redefined by marking each 
sample with information entropy (IBA; Jiang, Li, 
Zheng, & Sun, 2011), empirical study revealed 
that IBA can improve bagging generalization in 
certain machine learning challenges. 

The Online Bagging and Boosting algorithm is 
another variation of boosting that execute quickly 
and  shield bagging's level of accuracy (Oza, 2005) 

Wagging also known as weight aggregation 
assigns weight randomly to classifier. (Weight 
aggregation; Bauer & kohavi, 1999) 

Double Bagging is a variation of boosting that 
train two classifiers in each iteration using out-of 
bag examples (Hothorn & Lausen) 

Bagging algorithm is good for reducing over-
fitting in order to create strong learners for 
generating accurate predictions, unlike boosting, 
bagging allows replacement in the bootstrapped 
sample. [16] 

CONCLUSION 

In this paper we’ve looked into Imbalanced dataset 
and how it can be handled whenever encountered 
in the course of solving machine learning 
problems, however we specifically delve into 
strategies of handling class imbalanced from the 
data sampling approach, to cost sensitive and 
finally to ensemble methods. 

Working directly with Imbalanced dataset may 
cause the model to suffer Overfitting; a situation 
whereby the interested class; usually the minority 
class lacks enough data to train the model. To 
avoid overfitting during data preparation stage, 
there are several data sampling strategies that can 
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be deployed, the selection depends on the nature of 
the project and preferred model to train the dataset. 
Generally data sampling method handles the 
imbalance dataset either by using undersampling 
or oversampling strategies so as to balance up the 
class distribution. 

The Synthetic Minority Oversampling Technique 
(SMOTE) and ADASYN (Adaptive Synthetic 
Sampling) are advance sampling strategies that 
adjust the class imbalance in a more intelligent 
way by creating a synthetic samples, in ADASYN 
the amount of synthetic samples generated is 
determined by the density distribution while in 
SMOTE oversampling is done by synthetic 
generating data samples with respect to the feature 
space in order to oversample the minority class 
distribution. 

The cost sensitive learning approach takes 
misclassification cost into consideration during 
model construction and is goal is to reduce the 
total cost and it modifies class imbalance at the 
algorithm level. 

Lastly the ensemble method is an efficient way of 
handling class imbalance, an approach that 
leverages on multi-modular base classifiers that 
learned on different subsets of the training data its 
benefit is because multiple classifiers performs 
better than a single classifier. 
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