
R.Imrankhan  et al., International Journal of  Advances in Computer Science and Technology, 2(7), July 2013, 119-126 

119 
@ 2013,  IJACST   All Rights Reserved 
 

 

 

          CONTEXT BASED KERNEL FUNCTION FOR SNIPPETS    
           WITH PERSONALIZATION MOBILE SEARCH ENGINE 

ABSTRACT  

In mobile based search major problem is that 
interaction between the user and search are controlled by 
little numeral of factors in the mobile plans. To conquer 
these problem mobile search engine returns the relevant 
results to the users and it must able to satisfy the profile of 
the user’s interests. By observing of necessitate for 
dissimilar types of concepts, present personalized mobile 
search engine (PMSE), it capture the user preferences 
concepts by mining click through data. In PMSE the user 
preferences are ordered in an ontology-based, multi-faceted 
user profile to adapt a personalized ranking function for 
future search results. It classifies the concepts into content 
concepts and location concepts by considering the 
importance of location information. In Mobile Web Search 
introduces new challenges than the normal web search 
engine. Because the user not interested to spend more time 
while searching the information web, he /she uses a web 
search engine to find an answer to a query and considering 
the syntactic/semantic relationship between the snippets 
also improves the search result. In this paper proposed a 
Thesaurus-based kernel Semantic context-aware mechanism 
for query recommendations and expansion. It helps the 
mobile users in finishing the desired query or keyword 
terms by avoiding manual typing. It can be useful both by 
saving typing time and by finding new, unanticipated terms. 
It capture the semantic similarity, similarly the phrase-
wise/term similarity of queries i.e. is short text snippets. 
Return the relevant query based results and creates a context 
vector for original query or keyword terms. Context vector 
includes numerous words that are liable to occur in context 
with the query terms given by user. It automatically 
expands the user query with supplementary terms by using 
an accessible thesaurus. An experimental result improves 
the retrieval effectiveness for location queries and concept 
retrieval results. 

Index Terms: Click-through data, concept, location search, 
mobile search engine, ontology, personalization, user 
profiling 

 

1. INTRODUCTION 

In today environment the internet becomes more efficient; 
can able to get relevant information based on user need or 
people with the growth of the trend search engine becomes 
the more essential because the user are more dependent on 
the search engines for their  dissimilar information needs. In 
spite of the wide-ranging use, present are still numerous of 
challenges for search engine. Mainly when query based 
search engine, similar and dissimilar results are returns to 
different users. To overcome this type of problem 
personalized Web searches [1, 2] have been developed. In 
personalized search (PS) how to proficiently attain user’ 
information necessity is a key problem. User enter a query at 
client side is the most important key to search information 
need. Conversely the query or user given keywords becomes 
smallness, vagueness and incompleteness which organize 
the obvious appearance of user’s information necessities and 
consequently influences the ability for personalized search. 
Therefore it is extreme to achieve user’s necessity simply 
from the user given query or keywords. In web search 
system the major problem is that doesn’t think about the 
differences amongst personality user needs. To overcome 
this difficult, integrating information to makes the results 
more complete, the meta-search engine is additional popular 
in our day to day life environment. Since the meta-search 
engine is able to get additional information from large 
databases or search engines. It makes user to utilize extra 
time to compact with the information they are not concerned 
in against the background, personalized meta-search engine 
is individual manner to solve the problem. Personalization is 
the search engine; it can help out user to sort the significant 
information for them according to user's interest. Search 
engine motivates the user to get relevant information from 
the user needs. 

Personalized Meta-search engine have been already 
proposed in previous work, it provides immediate reply with 
Naive Bayesian Classifier for re-ranked consequences later 
than extracting user preference. Various Mobile search 
engine (MSE) use proxy log report for accessing user’s 
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prototype and accumulate these patterns in the database. In 
this method the user relevance score is measured for each 
user and the URL pages visited by user. The individual user 
profile is maintained the user which contains presently most 
visited important URLS. Importance of these URLS with 
their individual relative situation is modernized in profile 
while users visit individual’s links additional.  

But all of these previous work unspecified that all 
concepts are of the similar type. Observing the needs of 
different types of users and their concepts, present 
personalized mobile search engine (PMSE) which represents 
dissimilar types of concepts in dissimilar ontology’s. In 
particular, recognizing the significance of location 
information in mobile search, categorize the concepts into 
content concepts and location concepts. It adopts the meta 
search engine approach which relies on commercial search 
engines such as Google, Yahoo to perform a real search. The 
client is answerable for getting the user’s requests, sending 
the requests to the PMSE server, displaying the returned 
results. Finally collecting their click-through in order to 
derive their personal preferences. The PMSE server is 
accountable for managing heavy tasks such as forwarding the 
requirements to a commercial search engine, as well as 
preparation and re-ranking of search outcome earlier than 
they are returned to the client. To differentiate the variety of 
the concepts related with a query and their relevancies’ to the 
user’s preferences, different entropy measures are introduced 
to balance the weights between the content and location 
concepts 

In Mobile Web Search introduces new challenges 
than the normal we search engine .It consists of a user 
outside with an information need. At this point he takes his 
phone and uses a web search engine to find an answer to a 
query. Furthermore, he is probably doing something else at 
the same time, like walking or talking to a friend. In such 
situation the user needs a short, fast but also accurate answer 
to his query. Proposed system overcomes this problem by 
introducing the new similarity function for measuring the 
similarity between the terms and query or short snippets. 
Context Thesaurus-based kernel Semantic context-aware 
mechanism is more a flexible and unambiguous 
representation framework to the growth of mobile search 
engine based applications. It can construct which events 
must be triggered or what data is potentially relevant to the 
user.The main contributions of this paper are as follows: 

 A query based recommendation system with kernel 
function measure the similarity between the query 
terms given by user and then we proposed a 
Context Model which provides a formal 
demonstration of the user and the admission 
mechanism, enable personalization. 

 A Thesaurus based context aware system, which 
model semantic relations such as synonym, 
narrower, broader and related terms amongst the 

precise concepts managed by the search system. It 
suggests the best-appropriate option in context to 
keep away user from typing and consequently 
personalizing the search process. 

 Ontology based system explain further properties 
that each one thesaurus concept might have they 
are used to suggest extra options to allow the user 
prefer instead of type. 

 Personalized Search mobile Engine (PMSE) which 
makes the use of entire information available that is 
the query, selected thesaurus concept with 
similarity measures, ontology values to find the 
relevant consequences.  

 PMSE mining content and location concepts for 
user profiling, it utilizes equally the content and 
location preference to personalize search 
consequences for a user. It adopt the server-client 
model in which user query are forward to a PMSE 
server for dealing out the training and re-ranking 
quickly with RSVM. The working principle of the 
PMSE clients supports with Android platform and 
the PMSE server on a PC to validate the results. 
Empirical outcome show that our designs preserve 
proficiently key user requests. 

 
2. RELATED WORK 

In previous work A.K.Dey [3] introduces the basic 
concepts of Context and context-awareness .It is used to 
characterize the situation of the entity is a person, thing or 
object. It contains the relevant information between the user 
and application themselves where relevancy of the 
information or data depends on the user’s mission. Context 
information of the current records is displayed on the screen, 
the contiguous environment or even the entire application.  

Moreover, the Context is naturally dynamic and 
continuously changing. A small amount of properties will be 
hardly customized over time, but additional ones might 
frequently differ, like instance or position. A. Schmidt [4] 
proposes a Context taxonomy framework which defines 
numerous abstract layers of information. Such layers are 
organized to map the property that are really will model the 
Context. In addition, proper interpretation techniques can be 
engaged to generate derivative properties based on persons 
who are honestly fetched. 

Web search engine retrieval of information based 
on user interests, it is need to generate the user profile. The 
first selection is to clearly request what user’s wellbeing 
through a small review. This scheme is recognized to be 
high superiority if the investigation is suitably considered, 
but in universal users find objectionable filling forms, 
particularly when the remuneration is not instantaneously 
observable. In adding information together, users do not 
experience safe by submitting individual information to 
untrusted servers [5]. Web search engines such as Google or 
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Yahoo, integrate context-independent approach planned to 
effort in the desktop atmosphere. Web based recommender 
systems encompass the present online shopping sites, 
filtering and suggestive of massive amounts of accessible 
products [6]. Wietsma et.al [7] proposed a PDA-based 
model of a recommender system. M. Kamvar et.al [8] 
introduced a useful recommender system to make simpler 
mobile web search by contribution syntactic query 
suggestions. However, nothing of them has shared semantic 
auto completion approach with context-aware suggestion in 
a mobile surroundings, which it is the major involvement of 
our do research. In mobile search engine the user preference 
based queries can be classified as either content or location 
based concepts .examples of location based queries are 
“Indian hotels,” “museums in London”. Gan et al.[9] 
introduced a classifier based technique to classify the 
location and concept based queries . It was establish that an 
important numeral of queries were location queries focusing 
on location based information. Yokoji [10] developed a 
location-based exploration scheme for web documents. 
Location information was extracted from the web 
documents, which was transformed into latitude-longitude 
pairs. When a user submits a query collectively with a 
latitude-longitude pair, the structure creates a search circle 
and retrieves documents containing location information 
surrounded by the investigate circle. 

Chen et al. [11] considered the problem of well-
organized query dispensation in location-based investigate 
systems. A query is assigned with a query marks that specify 
the environmental area of importance to the user. Numerous 
algorithms are working to rank the investigate results as an 
arrangement of a textual and a geographic score. In recent 
times Li et al. [12] proposed a probabilistic topic-based 
construction for location- perceptive area information 
retrieval. It recognizes the geographical authority 
distributions of topics and models it using probabilistic 
Gaussian Process classifiers. 

K.W.-T. Leung et al [13] recommended a novel 
web search personalization method that recognizes the user's 
interests and preference with the help out of concept by 
taking out search outputs. In this paper K.W.-T. Leung et al 
considered dividing concepts into content concepts and 
location concepts and categorizing them into ontology’s to 
generate multi-facet (OMF) profile. Finally the resultant 
ontology’s and personalization efficiency are trained an 
SVM to get used to a personalized ranking function for re-
ranking of future search. 

Zhengyu Zhu et al., [14] proposed query expansion 
based on a personalized web search model system as a 
middleware concerning a user and a Web search engine, is 
fixed on the client machine. It can learn the user's preferred 
tacitly and then creates the user profile automatically. When 
the user enters query keywords words in search engine the 
common query keywords are considered as most user 

preference queries. It specifically searches information in all 
the way over personalized query expansion the search 
engine, it can provide dissimilar search results to dissimilar 
users who enter the similar keywords.  

Kyung-Joong Kim et al., [15] established a 
personalized Web search engine using fuzzy concept 
network with link assembly. Many of the previous work 
based web search engine kind use of link assembly to 
discover accuracy result.  Amongst more previous 
approaches, the fuzzy concept network bestowing to a user 
profile can describe a user's subjective attention 
appropriately. It can utilize the fuzzy conception network to 
initial the outputs from a link-based examination method.  

Fang Liu et al., [16] proposed a personalized Web 
search for improving retrieval effectiveness. In this method 
first the author learns user profiles after users' search 
histories. The user profiles are then exploited to improve 
retrieval effectiveness in Web search. A user profile and a 
communal profile are considered from the exploration 
history of the user's and a group hierarchy, respectively. 
These two profiles are combined to map a user query into a 
grouping which relates to the user's search intention and 
provide an environment to disambiguate the words in the 
user's query. Web search is done according to both the user 
query and the group of categories. A numeral of profile 
learning and group mapping methods and a combination 
algorithm are presented and evaluated.  

P.Palleti et al., [17] developed personalized web 
search using probabilistic query expansion. The Web 
encompasses of huge amount of data and search engine 
commends specialized ways to support circumnavigate the 
Web to attain the relevant information. Utmost communal 
search engines deliver query results without taking user's 
persistence behind the query. In this work a personalized 
Web search scheme is applied at proxy whom deviations to 
user interests perfectly by making user profile with the 
usage of collaborative filtering (CF). A user profile 
essentially contains of probabilistic associations amongst 
query terms and document terms which are exploited for 
provided that personalized search results. But none of the 
above mentioned methods support the context aware based 
system with privacy issues, in this research we focus on 
context aware based searching privacy and semantic 
similarity between the query terms or keywords. 

3. PERSONALIZED MOBILE SEARCH ENGINE 
(PMSE) 

In PMSE meets the following requirements, First 
calculation-intensive tasks with RSVM training, it should be 
handled by PMSE server with limited number of mobile 
devices. Following information transmission between client 
and server should be minimized to make sure fast and 
efficient dealing out of the search. Finally click-through 
data, representing accurate user preference on the search 
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results and stored them to PMSE clients in order to protect 
user privacy. It uses a concept model to represent user 
interests and preference of the individual by considering 
both location and concept information. It is classified into 
two categorizes content concepts and location concepts. It 
can be modeled with ontologies, in regulate to capture the 
relationships between the concepts. Observe the important 
characteristics of the content concepts and location concepts 
on different perspective of each user. 
 
3.1 Content Ontology 

Content ontology method extracts all the keywords 
or terms and phrases from the web-snippets by user given 
query (UQ). If a keyword/phrase exists repeatedly in the 
web-snippets arising from the query (UQ), it is considered 
as most important concept related to user given query (UQ), 
as it coexists in close nearness with the query in the top 
documents measure the magnitude of a particular 
keyword/phrase Ci with respect to the query (UQ): 

support (C୧) =
sf(C୧)

n |C୧| 

where sf(C୧) is the snippet frequency of the 
keyword/ phrase Ci that the number of web snippets 
containing the concepts Ci  and n is the numeral of web-
snippets returned and      | Ci | is the number of terms in the 
keyword/phrase Ci. 

3.1.1 Determine the relations between concepts for 
ontology formulation 
 

Measure the Similarity between two concepts 
which coexist a lot on the search results might represent the 
same topical interest. If coexist (Ci;Cj)> δଵ(is a threshold), 
then Ci and  Cj are considered as similar. Parent-child 
relationship further specific concepts often appear with 
general terms, while the reverse is not true. Thus, if pr(Cj | 
Ci )> δଵ  (is a threshold), we mark  Ci and  Cj child 
 
3.2 Location Ontology 

Extracting location concepts is dissimilar from that 
for extracting content concepts. The predefined location 
ontology is used to correlate locality information with the 
search results. The entire part of the keywords and key-
phrases from the documents returned for query (UQ) are 
extracted. If a keyword or key-phrase in a retrieved 
document d matches in the location ontology that is 
considered as a location concept of d.  

3.3 Diversity and Concept Entropy 

Measuring the diversity of the concept and location 
PMSE consist of a content feature and a location feature .In 
order to seamlessly integrate the preferences in these two 

features into personalization structure, to adjust the weight 
values in both of the content preference and location 
preference based on their usefulness in the personalization 
procedure. The concept of personalization efficiency is 
resultant based on the assortment of the content and location 
information in the investigate results. In context search 
engine, entropy can be engaged to denote the ambiguity 
associated with the information contented of the search 
results from the user’s point of analysis. Define two 
entropies measure content entropy H(CUQ) and location 
entropy H(LUQ)  to measure the ambiguity associated with 
the content and location information of the search results. 

Hେ(UQ) = −෍ p(C୧
୩

୧ୀଵ
)logp(C୧)  

H୐(UQ) = −෍ p(L୧
୩

୧ୀଵ
)logp(L୧)  

Click entropies reflect the user’s events in response to the 
search results; it can be used as a suggestion of the variety 
of the user’s wellbeing. Formally, the click content entropy 
and click location entropy H୐ഥ(UQ, U)of a query UQ 
submitted by the user u are defined as follows: 

Hେഥ(UQ, U) = −෍ p 
୩

୧ୀଵ
 ൫Cన,୙തതതതത൯logp(Cన,୙തതതതത)  

H୐ഥ(UQ, U) = −෍ p൫Lన,୙തതതതത൯logp(Lన,୙തതതതത).

୩

୧ୀଵ
 

Where t is the number of content concepts clicked by user 
U, C୙ = Cଵ୙, Cଶ୙, … , C୲୙ is the number of times that the 
content concept Ci has been clicked by 

    ||C୙തതതത| = |Cଵ୙തതതതത| + |Cଶ୙തതതതത| + ⋯… … + |C୲୙തതതത|, p(Cన,തതതU)=|େഠ౑തതതതത|
|େ౑തതതത|

, v 

is the numeral of location concepts, 

L୙തതത = { l୪୙തതത, lଶ୙തതതത, … … . . , l୴୙തതതത} 

The corresponding effectiveness of the location and content 
concepts can be measured between the concepts and user 
clicked concepts, 

݁஼(ܳ,ܷܳ) =
(ܳ)஼ܪ

Hେഥ(UQ, U) 

݁௅(ܳ,ܷܳ) =
(ܳ)௅ܪ

H୐ഥ(UQ, U) 

      In all of the above mentioned concepts the user 
preference doesn’t provide the security methods in the 
profile. 
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3.4 User Preferences Extraction and Privacy 
Preservation 

From the above results we get the concepts and 
location of the click-through data are collected from history 
search activities, user’s preference can be educated. These 
search preferences, inform a set of feature vectors, are to be 
submitted alongside through future queries to the PMSE 
server for explore end result re-ranking. It first reviews the 
preference mining algorithms SpyNB it can be adopted with 
PMSE, and after that converse how PMSE conserve user 
privacy. SpyNB learn user behavior preferences that are 
extracted from click through data. The SpyNB method P be 
the positive set, U the unlabeled set, and PN the predicted 
negative set obtained using SpyNB. Thus, user partiality 
pairs can be obtaining as follow: 

݀௜ < ௝݀ ,∀݈௜ ∈ ܲ, ௝݈ ∈ ܲܰ 

The PMSE clients supply the user’s click-through 
data and have control on the confidentiality situation. It 
would generate a feature vector based on its click-through 
data and the filtered ontology according to the privacy 
values at dissimilar expRatio. If the feature vector is less 
than the expRatio then the query is forwarded to the PMSE 
server for the personalization. PMSE server simply knows 
regarding the filtered concept that the client prefer in the 
structure of a feature vector. PMSE employ minimum 
distance to filter the concepts in the ontology. If a concept 
Ci+1 is a child of one more concept Ci  in ontology-based 
user profile Ci and Ci+1  are associated with an edge whose 
distance is defined by ܦ(ܥ௜ିଵ,ܥ௞) and concept Ci  will be 
pruned and it satisfies the  following condition. 

(௞ܥ,௜ିଵܥ)ܦ
(௞ܥ,௜ିଵܥ)ܦ (௜ିଵܥ,ݐ݋݋ݎ)ܦ+ <  ݁ܿ݊ܽݐݏ݅݀݊݅݉

where ܥ௜ିଵ is the direct parent of ܥ௜, and ܥ௞  is the leaf 
concept. The concept entropy HC(UQ,P) of the user profiles 
can be computed using the following equation: 

஼൫ܪ ொܷ,௉൯ = − ෍ (௜ܥ)ݎ݌ log ௜ܥ)ݎ݌
஼೔∈௎ೂ,ು

) 

ொ,௉݋݅ݐܴܽ݌ݔ݁ =
஼൫ܷொ,௉൯ܪ
஼൫ܪ ொܷ,଴൯

− ෍ (௜ܥ)ݎ݌ log ௜ܥ)ݎ݌
஼೔∈௎ೂ,ು

) 

Upon response of the user’s preferences, Ranking SVM is 
employed to learn an adapted ranking function for 
investigate results according to the user contented and 
location preferences. For a given query, a set of content 
concepts and a set of location concepts are extracted on or 
after the search outcome as the document features. Using the 
first choice pairs as the input, RSVM aim at result a linear 
ranking function, this holds for as many document 
preference pairs. To extract the concepts measure similarity 

and parent-child associations of the concepts in the extracted 
concept ontologies are also included in the training based on 
the different types of relationships such as  Similarity, 
Ancestor, Descendant and  Sibling. 

Content feature vector Ci is extracted from the web 
snippet and corresponding values are incremented in the 
content feature vector their values are incremented in the 
content feature vector ߶஼(ܳ, ݀௞) with the following 
equation: 

௜ܥ∀ ∈ ௞ݏ ,߶஼(ܳ,݀௞)[ܥ௜] = ߶஼(ܳ,݀௞)[ܥ௜] + 1 
For other content concepts Cj that are related to the content 
concept Ci 

௜ܥ∀ ∈ ௞ݏ ,߶஼(ܳ, ݀௞)ൣܥ௝൧
= ߶஼(ܳ,݀௞)ൣܥ௝൧+ Ancestor൫ܥ௜ ௝൯ܥ,
+ Descendant൫ܥ௜ +௝൯ܥ, Sibling൫ܥ௜ ௝൯ܥ,
+ similarityୖ(ܥ௜   (௝ܥ,

Location feature vector li is extracted from the web snippet 
and corresponding values are incremented in the location 
feature vector their values are incremented in the location 
feature vector ߶௟(ܳ,݀௞) with the following equation: 

௜ܥ∀ ∈ ௞ݏ ,߶௟(ܳ,݀௞)[݈௜] = ߶௟(ݍ, ݀௞)[݈௜] + 1 
 
௜ܥ∀ ∈ ௞ݏ ,߶௟(ܳ,݀௞)ൣ ௝݈൧

= ߶஼(ܳ,݀௞)ൣ ௝݈൧ + Ancestor൫݈௜ , ௝݈൯
+ Descendant൫݈௜ , ௝݈൯ + Sibling൫݈௜ , ௝݈൯
+ similarityୖ(݈௜ , ௝݈)  

To optimize the personalization effect, we use the following 
formula to combine the two weight vectors, linearly 
according to the values of and to obtain the final weight 
vector for user U’0. s ranking. The two weight vectors are 
first normalized before the combination 

ொ,௎ሬሬሬሬሬሬሬሬ⃗ݓ =
݁஼(ܳ,ܷ)

݁஼(ܳ,ܷ) + ݁௅(ܳ,ܷ)ݓ஼(ொ,௎)ሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗  

+
݁௅(ܳ,ܷ)

݁஼(ܳ,ܷ) + ݁௅(ܳ,ܷ)ݓ௅(ொ,௎)ሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗  

 
                Let ݁(ܳ,ܷ) = ௘಴(ொ,௎)

௘಴(ொ,௎)ା௘ಽ(ொ,௎) 
 
ொ,௎ሬሬሬሬሬሬሬሬ⃗ݓ = ஼(ொݓ(ܷ,ܳ)݁ ,௎)ሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗  + ௅(ொ,௎)ሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗ݓ(ܷ,ܳ)1݁)    will rank the 
documents in the returned search according to the following  
equation , F(Q,d)= ݓொ,௎ሬሬሬሬሬሬሬሬ⃗ .߶(ܳ, ݀) 
 
3.5 Thesaurus Context Aware Based Kernel function 

Proposed query recommendation and web based 
text snippet similarity measure improves the query based 
user profile result in PMSE by considering the thesaurus 
information on search engine because the general 
information system contains the irrelevant information on 
the same user given query. In recommends the user to 
complete their queries and finds the different query results 
for same keywords or query. Primarily, we include 
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thesauruses which represent concepts and location 
information collectively with their synonyms and 
relationships. It has been modeled concepts and location 
corresponding to the public domain services. In context-
aware thesaurus-based recommender system is general 
system move toward to semantically conduct the query 
creation process. In this system once the user enters the 
query it asks the thesaurus for concepts which begin with 
individuals letters, of way together with synonyms.  

Observe the huge volume of documents on the web 
that enclose the text snippet terms to find other contextual 
terms that help out to offer a greater context for the unique 
snippet and potentially resolve ambiguity in the use of terms 
with multiple meanings. 

1. Use each query as small text snippet to a web search 
engine. 

2. Use the retrieved documents from the user given query 
and create a context vector to find contextual terms. 

3. As a context vector contain many words that tend to occur 
in context with the unique snippet terms. It is based on 
query expansion methods that repeatedly supplement a user 
query with added terms based on documents that are retrieve 
in answer to the initial user query or with an accessible 
thesaurus. 

Query expansion methods 

Input: User given query UQ, 

Output: Compute the query expansion of UQ,QE(UQ) 

Method: 

1. Number UQ as a query to a search engine SE. 

2. Let R(UQ) be the set of  R retrieved documents {d1, d2, 
d3,……, dR} 

3. Calculate the TF-IDF term vector vi for each document di 
∈R(UQ) 

4. Prune each vector vi to contain its m maximum weighted 
terms 

5. Let C(UQ) be the centroid of the L2 normalized vectors vi 
C(UQ) = ଵ

୬
∑ ୴౟

||୴౟ ||మ
୬
୧ୀଵ  

6. Query expansion   QE(UQ) be the L2normalization of the 
centroid C(UQ): 

QE(UQ) =
C(UQ)

||C(UQ)||ଶ
 

In this query expansion system we perform with different 
query or snippets that is UQ (user query), UQ1next user 
given query).The semantic kernel function K is the internal 
product of the query expansion for two text snippets. It is 
defined as: 

(UQ)=QE(UQ).QE(UQ1) 

For an initial assessment of the kernel function K, they 
experienced it on a numeral of text pairs, using the Google 
search engine and matching their query with acronyms, 
individuals and their positions and multi-faceted terms.  

3.5.1. Initial Evaluation  

The kernel function tends to prefer additional ordinary usage 
of an acronym in formative semantic comparison. 

3.5.2. Individuals and Positions 

The kernel is effectual at formative the right from the 
incorrect/previous role matches and assigning them properly 
high scores. The kernel functions assign low similarity 
scores for unsuitable matches. 

3.5.3. Multi-faceted terms 

The kernel does a sensible job of formative the 
different facets of terms. Sahami and Heilman proposed a 
kernel query suggestion, i.e. to recommend potentially 
associated queries to the users of a search engine to give 
them further options for information finding. In this method 
the QE system can be described as starting with an initial 
repository Q from previous results of the similarity function 
,now the new user query (NUQ)  can compute the kernel 
function K(NUQ, qi) for all qi∈Q and suggest related queries 
qi which have the highest kernel score with NUQ . 

Query matching process:  

Input : User query (UQ, NUQ) and list of matched queries 
from repository Q 

Output: List of suggested queries (SQ) 

1. Initialize suggestion list SQ =∅; 

2. Sort kernel scores K(NUQ ,qi) in descending order to 
produce an ordered list OL = (q1; q2; : ; qk) of corresponding 
queries qi. 

3. For (j=1;j<=k ;Size (SQ<MAX) do 

 then (0.5s∀s∈SQ∪NUQ <ݖ∩݆ݍ−݆ݍ) 

SQ = SQ ∪݆ݍ 

j = j + 1 
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4. Return suggestion list (SQ) 

Where, ݍ is the number of terms in query q. Another 
recommended query qj if it differs by further than half as 
numerous terms beginning any other query previously in the 
suggestion list (SQ). It helps support linguistic diversity in 
the set of suggested queries(SQ).  

4. EXPERIMENTAL RESULTS 

In this section, we estimate the effectiveness of 
PMSE and Thesaurus-based kernel Semantic context-aware 
mechanism. Evaluate the performance of the system with 
their ranking quality of user given different query types 
based user profile with satisfies the query and location 
concepts The ranking quality of PMSE with different user 
profiles and Thesaurus-based kernel Semantic context-aware 
mechanism are represented in the following figure 1.The 
proposed system improves the quality of the personalization 
and accuracy of  the values are measure with precision 
values with different query types, compare with the 
techniques. 

 .                     

 

Figure 1: Query type Vs Precision  

In this figure 1 measure the precision value of  the 
ranked documents with the different query types .The query 
type considered in the graph are explicit ,Location, Content  
and ambiguous. Based on these query types the results are 
measured with PMSE, PMSE content, PMSE location, 
PMSE-Multifacet and finally Theasurus–Based kernel 
function shows the best precision result than the existing 
PMSE results.  

                                          

 

Figure 2: Query type Vs ARR  

In this figure 2 measure the Average Relevant 
Rank  value of  the ranked documents with the different 
query types. The query type considered in the graph are 
explicit, Location, Content and ambiguous. Based on these 
query types the results are measured with PMSE, PMSE 
content, PMSE location, PMSE-Multifacet and finally 
Theasurus–Based kernel function shows less ARR  than the 
existing PMSE results.  

5. CONCLUSION AND FUTUREWORK 

In existing system PMSE extract the user 
preferences based content and location based on the user 
click-through data .To acclimatize to the user mobility, it 
also integrated the user’s GPS locations in the 
personalization procedure to observe the location and help 
to develop retrieval effectiveness, particularly for location 
queries. Proposed system focusing on auto completion 
method for completion of queries and measuring the 
different subjects from the same user query or snippets. 
Thesaurus based system to represents the subject in various 
meanings such as synonyms, relevant terms. Thesaurus 
based system serves as guide for the recommender system 
provided that the concepts of the information and their 
location information also, it is also useful to disambiguate 
user intentions. Additionally added the Kernel based 
similarity function for measuring the similarity between the 
pairs of the snippets .It showed that this kernel Thesaurus-
based kernel Semantic context-aware mechanism is an 
successful measure of relationship for query  and workings 
well even while the short texts being measured have no 
ordinary terms. In future direction analyzing the dissimilar 
options of query expansion and original piece in improving 
the relevancy of the outcome obtained for the period of the 
recommendation procedure to know how they get better 
search results. 
 

 



R.Imrankhan  et al., International Journal of  Advances in Computer Science and Technology, 2(7), July 2013, 119-126 

126 
@ 2013,  IJACST   All Rights Reserved 
 

6. REFERENCES  

1. Nauman, Mohammad Khan and Shahbaz,“ Using 
Personalized Web Search for Enhancing Common 
Sense and Folksonomy Based Intelligent Search 
Systems,” International Conference on Web 
Intelligence (IEEE/WIC/ACM ), Pp. 423 – 426, 
2007. 

2. Wen-ChihPeng and Yu-Chin Lin, “Ranking Web 
Search Results from Personalized Perspective,” 
The 8th IEEE International Conference on and 
Enterprise Computing, E-Commerce, and E-
Services, The 3rd IEEE International Conference on 
E-Comsmerce Technology, Pp. 12, 2006. 

3. A.K. Dey , ”Providing architectural support for 
building context-aware applications”, PhD thesis, 
Georgia Institute of Technology, Atlanta, GA, 
USA, 2000. Director-Gregory D. Abowd. 

4. A.Schmidt,” A layered model for user context 
management with controlled aging and 
imperfection handling”, In Modeling and Retrieval 
of Context, Second International Workshop, MRC 
2005, Edinburgh, UK, pages 86 100, 2005. 

5. K. Keenoy and M. Levene,” Personalisation of web 
search”, In Intelligent Techniques for Web 
Personalization  IJCAI 2003 Workshop, ITWP 
2003, Acapulco, Mexico, pages 201 -228, 2003. 

6. Q. N. Nguyen and F. Ricci ,”User preferences 
initialization and integration in critique-based 
mobile recommender systems”, In Artificial 
Intelligence in Mobile Systems 2004, in 
conjunction with UbiComp 2004, pages 71 -78, 
Nottingham, UK, 2004. 

7. R. T. A. Wietsma and F. Ricci, “Product reviews in 
mobile decision aid systems”, In E. Rukzio, J. 
Hkkil, M. Spasojevic, J. Mntyjrvi, and N. Ravi, 
editors,  PERMID, pages 15 -18. LMU Munich,  
2005. 

8. M. Kamvar and S. Baluja,” Query suggestions for 
mobile search: understanding usage patterns”, In 
CHI '08: Proceeding of the twenty-sixth annual 
SIGCHI conference on Human factors in 
computing systems, pages 1013 -1016, New York, 
NY, USA, 2008. ACM. 

9. Q. Gan, J. Attenberg, A. Markowetz, and T. Suel, 
“Analysis of Geographic Queries in a Search 
Engine Log,” Proc. First Int’l Workshop Location 
and the Web (LocWeb), 2008. 

10. S. Yokoji, “ Kokono Search: A Location Based 
Search Engine,” Proc. Int’l Conf. World Wide Web 
(WWW), 2001. 

11. Y.-Y. Chen, T. Suel, and A. Markowetz, “Efficient 
Query Processing in Geographic Web Search 
Engines,” Proc. Int’l ACM SIGIR Conf. Research 
and Development in Information Retrieval 
(SIGIR), 2006. 

12. H. Li, Z. Li, W.-C. Lee, and D.L. Lee, “A 
Probabilistic Topic-Based Ranking Framework for 
Location-Sensitive Domain Information Retrieval,” 
Proc. Int’l ACM SIGIR Conf. Research and 
Development in Information Retrieval (SIGIR), 
2009. 

13. K.W.-T. Leung, D.L. Lee and Wang-Chien Lee, 
“Personalized Web search with location 
preferences,” IEEE 26th International Conference 
on Data Engineering (ICDE), Pp. 701 – 712, 2010. 

14. Zhengyu Zhu, JingqiuXu, Xiang Ren, YunyanTian 
and Lipei Li, “Query Expansion Based on a 
Personalized Web Search Model,” Third 
International Conference on Semantics, Knowledge 
and Grid, Pp. 128 –133, 2007. 

15. Kyung-Joong Kim and Sung-Bae Cho, “A 
personalized Web search engine using fuzzy 
concept network with link structure,” Joint 9th 
IFSA World Congress and 20th NAFIPS 
International Conference, Vol. 1, Pp. 81 – 86, 
2001. 

16. Fang Liu, C. Yu and WeiyiMeng, “Personalized 
Websearch for improving retrieval  effectiveness,” 
IEEE Transactions on Knowledge and Data 
Engineering,Vol. 16, No. 1, Pp. 28 – 40, 2004. 

17. P. Palleti, H. Karnick and P. Mitra, “Personalized 
Web Search Using Probabilistic Query Expansion,” 
International Conferences on Web Intelligence and 
Intelligent Agent Technology Workshops 
(IEEE/WIC/ACM), Pp. 83 – 86, 2007. 

 

 

 


